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NMIOTC, located in this beautiful but 
also highly strategic location in Souda 
Bay, stands as the only NATO quality 
assured educational and training facil-
ity, dedicated to training and research 
in the maritime domain. Our core aim 
and endeavors correspond to the need 
of the alliance for enhancing both ca-
pabilities and awareness in maritime 
interdiction, which is the key enabler to 
maritime security, and as by definition 
aims to 4Ds: Detect-Delay-Disrupt-De-
stroy all asymmetric and hybrid threats 
including cyber ones, before they be-
come a threat to ourselves or to our 
friendly forces.

NMIOTC
Commandant’s Editorial

This autumn NMIOTC organized its 
5th NMIOTC Conference on Cyber Se-
curity in the Maritime Domain. It is well 
known that our strategic situation is 
characterized by complexity. We used 
to say it was complicated when we had 
to interact with many factors, but we 
could analyze them in order to draw 
reasonable conclusions to drive our 
decisions. Now, our world is complex, 
we have to deal with so many intercon-
nected and transnational factors that it 
is impossible to comprehend all pos-
sible outcomes, thereby making sur-
prise more possible, decision-making 
based on imperfect information norm 
and failure an increased possibility.

We recognize complexity is the new 
norm and cyber has undeniably been 
a significant factor by having changed 
our world. The ongoing digital revolu-
tion has fueled prosperity and effi-
ciency in our globalized economy and 
has become inextricably linked with all 
aspects of our modern life and all ar-
eas of society, including industry and 
economy, as well as governmental 
domains, such as defense and secu-
rity. These innovations will continue to 
drive global changes for the foresee-
able future, and from most perspec-
tives, will continue to evolve at aston-
ishing speeds.
Data seems to be the driving force in 
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this brave new world of communica-
tion networks, artificial intelligent led 
technologies, and remotely connected 
robotics. I cannot avoid mentioning 
that the current unprecedented situa-
tion that we all face with the covid-19 
pandemic has demonstrated this para-
mount need for a holistic international 
and interagency approach and cyber 
resilience to cope with such large-
scale challenges. Yet, in the wake of 
this progress, lie a growing number of 
challenges and risks that threaten the 
very core of global security and pros-
perity. The sea was always the guar-
antee for the wellbeing and prosperity 
of our nations and their people. And 
unfortunately, the size and scale of the 
maritime environment and the various 
sectors (industry, commercial, civil-
ian, military) interacting and operating 
within, makes it a particularly advanta-
geous environment for potential cyber 
offenders who become more and more 
sophisticated and seek to undermine 
the authority of these actors and their 
actions.

In December 2018 the U.S. Navy re-
ported that hackers had repeatedly 
stolen information from navy contrac-

tors including ship maintenance data 
and missile plans. In May 2021 the 
Norwegian energy technology compa-
ny Volue was the victim of a ransom-
ware attack that resulted in the shut-
down of water and water treatment 
facilities in 200 municipalities, affecting 
approximately 85% of the Norwegian 
population. In the same month the 
colonial pipeline, the largest fuel pipe-
line in the United States, was also the 
target of a ransomware attack. the en-
ergy company shut down the pipeline 
and later paid a $5 million ransom. A 
few years ago, nobody could imagine 
that all these incidents could happen, 
and these are some typical examples 
of what the chameleon face of cyber 
threats can be. We have acknowl-
edged the need for synergies among 
all stakeholders which are more than 
ever before required, in order to ef-
fectively deter and defend against ad-
vanced attacks and to avoid or at least 
decrease any catastrophic impacts to 
our nations, industries, and peoples. 
Countering hybrid cyber threats calls 
for a holistic and collaborative ap-
proach but also with the ability to join 
the dots between seemingly separate, 
but effectively interconnected events. 

Cyber information sharing, collabora-
tive incident handling, cyber situational 
awareness, and finally resilience are 
therefore considered paramount and 
require a coherent network of civilian, 
industrial, commercial and military cy-
ber defense strategies and operations. 
Bringing all this to our domain of exper-
tise, the maritime domain, I would like 
to emphasize that maritime operations 
are conducted by technology-intensive 
platforms, which today rely heavily on 
information systems, and that the im-
pact of cyber security incidents on the 
conduct of current and future maritime 
operations could be devastating.

We strongly believe that cyber capa-
bilities are a critical enabler of success 
across all missions, and by ensuring 
that these capabilities are leveraged 
by commanders and decision-makers 
at all levels in order to operate effec-
tively, we must develop and constantly 
update a diverse set of cyber capabili-
ties and authorities, therefore NMIOTC 
has endorsed the integration of Cyber 
Security aspects in all its training prod-
ucts and activities. 
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community and under the solid foundation of information 
sharing and situational awareness. That’s exactly the rea-
son why SHAPE encourages this endeavor at NMIOTC 
and will support with Subject Matter Experts as well. 
This Conference is a great opportunity to bring together 
all the key stakeholders belonging to the Maritime com-
munity in order to make clear that cyber defense is not 
only about technical issues or merely ensuring C2, but it 
has very deep and DIRECT operational implications, with 
adverse effects on the commanders’ ability to freely con-
duct military and security operations.  
Let me start with “The History and Evolution of Cyber-
space as a NATO Domain of Operations” has taken some 
time. While there was obviously prior thought, the journey 
itself commenced in 2002, with the recognition of cyber 
threats to NATO networks.
Following the cyber attack on Estonia in 2007, in 2008 
NATO Cyber Defence Policy 1.0 was formulated, which 
was updated in 2010, again in 2012, and again in 2014 as 
NATO’s understanding of the potential operating environ-
ment, and the potential threats, increased. 2016 brought 
the Cyber Defence Pledge from Nations, and recognition 
of cyberspace as a Domain of Operations. Leading in 
2018 to the founding of the Cyberspace Operations Cen-
tre on 31 August 2018 with the intent to integrate cyber ef-
fects and provide Domain advice to SACEUR. All of which 
can be summarized as a series of political decisions and 

Our 5th NMIOTC Conference on Cyber Security in Mari-
time Domain was held on September 29-30, 2021 at the 
NMIOTC’s premises in Souda Bay, Crete, Greece. Com-
modore Charalampos Thymis, the NMIOTC Comman-
dant, invited speakers that provided new and updated 
knowledge and information about maritime cybersecurity.  
Wendi O. Brown, Lieutenant Colonel U.S. Army Reserve, 
provided this report.

1st DAY

Keynote Speaker: Brigadier General
Dimitrios Kesopoulos GRC (A),  ACOS 
SHAPE J6 Cyberspace

I am Brigadier General Dimitrios KESSOPOULOS, Assis-
tant Chief of Staff J6 CYBER at SHAPE. 
In my role of ACO’s CIS Operational Authority I have been 
often witnessed and prime subject to the nowadays more 
and more frequent cyber security challenges (including 
the ones within the maritime domain) which NATO has 
to face every day, and this initiative from NMIOTC is defi-
nitely on the right “course”, to use a navy term. 
These emerging cyber security challenges pose a seri-
ous threat also for the maritime environment, as shown in 
many cases during the last 3-4 years, and should be han-
dled collectively inside the NATO Cyberspace Operations 

5th NMIOTC Conference on Cyber 
Security in the Maritime Domain
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Computing could have a huge impact on Alliance Opera-
tions and Missions (AOM). 
Certain technologies are expected to have a particularly 
revolutionary and transformative effect, such as quantum 
technology and AI which has the potential to become a 
game changer in many areas, including sensing, cryptol-
ogy and analytics, providing unprecedented computing 
capability and highly secure communications
Key application areas and the benefits of many EDTs will 
be available to both NATO
BUT ALSO to its potential adversaries, who will seek to 
exploit such technologies for asymmetric advantage. The 
advantages enabled by EDTs can become vulnerability, 
as many technologies have both defensive and offensive 
applications. Given the wide range of applications stem-
ming from EDTs, they have the potential to substantially 
impact NATO’s security, including across the “3Rs” – 
Readiness, Responsiveness and Reinforcement.
EDTs are expected to have a substantial impact on fu-
ture warfighting. High operational tempo will be the main 
characteristic of future warfare. Speed will be required 
for operations planning, deployment and sustainment, 
collecting and processing intelligence, and delivering the 
required effects. These elements will need to feature in 
training and exercises to ensure that NATO adapts ac-
cordingly. 
Next topic is the NATO’s Comprehensive Cyber Defence 
Policy

NATO’s Comprehensive Cyber Defence
Policy

What is, then, NATO’s approach to cyber defence in front 
of such challenging and fast-moving cyber landscape?
As NATO’s essential purpose is to safeguard the freedom 
and security of its members through political and military 
means, its fundamental cyber defence responsibility is 
to defend its own networks. Also, NATO recognises that 
international law, including international humanitarian law 
and the UN Charter, applies in cyberspace.
Malicious cyber actors also increasingly seek to exploit 
the “trust” which users put in providers, products and 
processes in order to carry out malicious activities. This 
includes seeking to exploit weaknesses in hardware and 
software supply chains, as well as targeting services out-
sourced to managed service providers. Apart from the di-
rect economic and reputational costs, trust in an open and 
free cyberspace governed through a multi-stakeholder 
model is being eroded. 
To this end NATO will, 

•	 defend its CIS and networks against current and 
future cyber- and cyber enabled threats, and ensure swift 
mitigation and recovery; 

•	 continue implementing cyberspace as a domain 
of operations in a multi-domain environment, mainstream 

guidance, leading to actions in the military sphere.
I would like now to tackle some main areas in Cyberspace 
that have a significant role. I will start with the Hybrid War-
fare. 

Hybrid Warfare

What I just said about the military, however, should not 
mistake you into thinking that cyber warfare is or will be 
a type of warfare in and of itself. More likely, cyber will be 
a fundamental component, to varying degrees, of future 
conflicts along with other domains of warfare, capable 
even to act as a sort of “force multiplier” to re balance 
or increase the performances of military actions on the 
modern battlefields.
A big example of this is the so-called Hybrid Warfare, a 
type of warfare suing a wide range of overt and covert 
military and civilian measures are employed in a highly in-
tegrated fashion. We have seen examples of Hybrid War-
fare employed in many small and large conflicts around 
the world in the past 25 years, It seems that cyber’s role 
in Hybrid Warfare is constantly growing in importance and 
application. It is in fact the perfect tool for any actor wag-
ing Hybrid Warfare tactics due to its low cost of entry, eas-
ily replicability of the cyber-weapons, the difficulties relat-
ed to a clear attribution by State Actors and the potential 
large scale impacts on the military and civilian societies.
This is already proved by the published strategies and 
proven tactics of historical NATO, competitors such as 
Russia, China, terrorist groups, which aim to challenge 
our Alliance and already have demonstrated their inten-
tions in Hybrid warfare using their Cyber offensive capa-
bilities as their weapon of choice. 

Emerging and Disruptive Technologies 
(EDTs)

At their meeting in London (2019), NATO Leaders en-
dorsed the “Emerging and Disruptive Technologies Road-
map” (EDT Roadmap), highlighting that Allies and NATO 
should address the potential opportunities, security risks 
and ramifications of these new technologies in a collective 
effort to maintain NATO’s technological edge.
As outlined in the EDT Roadmap, the DEFENCE POLICY 
AND PLANNING COMMITTEE DPPC (R) “should consid-
er potential implications for NATO’s strengthened “deter-
rence and defence” posture across various domains, and 
integrate these into the ongoing work at the appropriate 
juncture. 
From the deterrence and defence perspective, practical 
EDT applications span across multiple areas. EDTs are 
expected to play a critical role in future warfighting and 
building preeminent forces that can decisively operate 
across domains and deliver joint effects. Imagine how 
Artificial Intelligence (AI), Big Data Analytics, Quantum 

CYBER SECURITY
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•	 Focal point for coordination of voluntary National 
effects

•	 Coordinating Authority for cyberspace operation-
al planning  
Success of Cyberspace Domain Roadmap is therefore, 
to a great extent, dependent on the CyOC. It is essential 
to foster the relationships between CyOC and all relevant 
stakeholders, within and outside the NCS, including NCIA 
and the newly-established Chief Information Officer func-
tion for the NATO Enterprise. This should be continued as 
a priority for 2022, in alignment with the NCS adaptation, 
focusing on the cyberspace C2 concept of operations and 
the unrestricted full operational capability of CyOC.

Consequence Management/Continuity of 
Operations
If and when NATO’s military structure is asked to go into a 
real fight, despite our best efforts, it is unlikely we will be 
able to defend against all the anticipated and unanticipat-
ed cyber-attacks, exactly due to the reasons I mentioned 
at the beginning of this speech.
So, ACO’s challenge is to prepare our field commanders 
and units to be able to operate in a degraded or contested 
cyber environment where the information at their disposal 
might be unavailable, partial or even unreliable due to in-
tegrity concerns following network breaches.
But how do we do that? The answer is multifaceted:

•	 First and most important, we need to develop 
our operational plans taking into account that portions of 
cyberspace may be unavailable to us during combat op-
erations as well as many important C2 functions. To take 
a very simple example, if the Maritime Command and 
Control System (MCCIS military system) or the Vessels 
Traffic Management System (civilian system) experiences 
a cyber-attack which disrupts the Recognised Maritime 
Picture (RMP). 
	 -	 In one of a past SteadFast COBALT Ex-
ercise, the Red Team ended up putting more of their focus 
on the maritime scenario. The start of the scenario was 
network access with a dropbox and the end goal was the 
injection of a hostile submarine in the MCCIS Recognized 
Maritime Picture (RMP) in close proximity to allied ships 
in the Baltic Sea. (Slide).  This RMP could create a very 
tense situation, until it could be validated by the supposed 
source to be an error. Furthermore, once validated by the 
source to be an error, the reliability of the RMP would be 
questionable while the root cause of the glitch is unknown.
	 -	 Our operational plans would state how 
to execute ‘Impact Analysis’’ and ‘Consequences Man-
agement’’ processes in order to keep combat Maritime 
operations going on. Restoral of the actual systems would 
be a secondary concern. And that’s was exactly the aim 
of the maritime scenario I mentioned before, to force the 
Operational Staffs to assess the operational impact and 
provide Consequence Management to the Commander. 

cyber aspects across all domains, and leverage cyber-
space in line with the Concept for Deterrence and De-
fence in the Euro-Atlantic Area; 

•	 provide a platform for: 
	 -	 enhancing and contributing to Allied na-
tional cyber defence and resilience; 

-	 deterring and responding to the full 
spectrum of cyber threats; 

-	 harnessing mutually beneficial partner-
ships; 

-	 leveraging innovation and knowledge; 
-	 information sharing and consultations. 

NATO’s Comprehensive Approach To Cyber 
Defence 

In support of its three core tasks, NATO cyber efforts are 
three-tiered: 

•	 At the political level, Allies set policy to articulate 
political oversight, including direction and guidance on Al-
liance political and public messaging, and on how NATO’s 
cyber related objectives contribute to the overall deter-
rence and defence posture of the Alliance, and promote 
stability in cyberspace. 

•	 At the military level, the Alliance conducts ac-
tivities in- or enabled through cyberspace in support of 
military objectives and operations across all domains 
– cyberspace, land, sea, air and space – through crisis 
management, Alliance Operations and Missions (AOM) 
and, if necessary, collective defence. 

•	 At the technical level, persistent efforts focus on 
all aspects related to protecting and defending commu-
nication and information systems (CIS) and networks to 
ensure mission assurance and business continuity at all 
times. NATO’s ability to credibly defend its own CIS and 
networks relies on a mature governance structure for cy-
ber defence. 

Cyberspace Operations Centre (CyOC)
The NAC tasked ACO with the challenging task of opera-
tionalizing cyber space as the 5th Domain, by building up 
cyber resilience and situational awareness and warning 
within ACO.   
The CyOC is seen as a key factor in this operationalising 
the cyberspace domain, and it was presented as a major 
feature of the NATO Command Structure (NCS) Adapta-
tion (NCS-A) in the cyberspace functional area in 2018. 
CyOC’s Concept of Operations is very briefly: 

•	 Designed to function as the theatre component 
for cyberspace

•	 Full spectrum cyberspace situational awareness 
across the Alliance

•	 Immediate decision support for response options 
to cyberspace events/incidents/attacks with mission as-
surance as the goal
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ketplace for drugs, guns, weapons, child pornography, 
hacked credit cards etc.

•	 The Dark Net which is a part of dark deep web, 
and it is a collection of networks and technologies used to 
share digital content.
The differences among surface, deep web, dark web, and 
darknet are shown in table 1 below:

Cybercrime in the Dark Web can be in individual, property 

or government level where criminals hack government or 
military websites, or by using social networks to enable 
their illegal activity.
The key takeaway was that Dark Web crime prevention 
can be achieved by monitoring the kits and services at-
tackers use, the changes in attacker monetization strate-
gies, collecting cybercriminal tradecraft, and by monitor-
ing intel on vulnerabilities as they go through their three 
phases.

•	 Second, we develop REALISTIC exercise sce-
narios which test the operational plans, how well our 
CyOC is able to keep operations going despite cyber-at-
tacks and how well our commanders are able to execute 
the plans in a degraded information environment.

•	 Third, and perhaps the most challenging to im-
plement, is that throughout the military command struc-
ture, cyber needs to be considered a proper operational 
domain and not just a support function, despite its “gluing” 
role I mentioned few minutes ago. This underlying foun-
dation is critical in developing a modern military and in 
conducting modern warfare with modern means.
Senior leadership needs the higher and levels of aware-
ness to understand the impact of a situation on their 
organization’s ability to execute its operations and mis-
sions.  A tremendous tool in achieving this goal will be the 
cooperation with the Industrial part of the society, which 
is always looking for cutting-edge technologies and best 
practices to counteract the actions of malicious actors in 
and through cyberspace.
Not only, in fact this information should have a scope! It 
must be correlated to the context of the mission or opera-
tions, thus exposing the real impact to its operations in 
order to support.
Decision making process on consequence management 
will be the founding bases for MISSION ASSURANCE. 
I hope that I managed to tackle briefly all the main topics 
that are working at SHAPE regarding cyberspace opera-
tions. My SME is here as well to provide further insight 
and clarifications. 
Ladies and gentlemen. Thank you for your patience and 
your attention.

SESSION 1: “The impact of emerging cyber 
risks in maritime security”
Moderator: Professor Nineta Polemi,
University of Piraeus

Lecture: “Unknown Field of Dark Web” Professor Niki-
tas Nikitakos, University of the Aegean

Professor Nikitakos described the following different types 
of Web below Surface Web: 

•	 The Deep Web which includes financial records, 
medical records, military records, leaked documents, and 
the Dark Web

•	 The Dark Web which is the hidden collective of 
internet sites and only accessible by a specialized web 
browser like TOR (The Onion Router) is a software that is 
a key enabler of anonymity in communications

•	 It is used for people concerned with privacy, 
along with activists/whistleblowers and for keeping inter-
net activity anonymous and private which make it suitable 
to be used for illegal activities. Contains 1000 times more 
sites than general sites of World Wide Web. It is the mar-

CYBER SECURITY
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Lecture: “Safeguarding the Cyber Borders 
in Maritime” Mr Ewan Robinson Yango
Satellite Communications

The new cyber requirements mean that we have to be 
able to understand, control, and be responsible for all the 
equipment and systems within our IT/OT environment on-
board. The legacy hardware and software, underpinning 
the communications and connectivity and used by the 
providers, resellers, and their agents, is riddled with such 
poor architecture, procedures, and methodologies, that its 
inclusion makes it inherently untrustworthy and unable to 
be directly controlled or monitored.
The borders for communication are used by Satellite Op-
erators, Wholesale Chain/Service providers, and Resell-
ers/Agents may be obsolete and we need to embrace, 
Starlink, OneWeb, 5G, and other technologies which will 
become the new mainstream. 
Mr. Robinson during his research conducted a proof of 
concept cyber-attack scenario against commercially avail-
able maritime hardware and he was able to identify and 
infiltrate connection ports, eavesdrop on available data, 
access webcams, access to the onboard antenna, access 
to the firewall to change firewall configurations, and check 
for unencrypted passwords.

Lecture: “Artificial Intelligence and Cyber-
security in 2030 – possible implications for 
the maritime sector” Dr. Swantje Westpfahl, 
Mr Tim Dalhoefer, Institute for Security and 
Safety at the Brandenburg University of Ap-
plied Sciences

Dr. Swantje Westpfahl’s and Mr Tim Dalhoefer’s paper 
that was presented is included in current Journal issue 
on page 25.

Lecture: “Securing the Software Supply 
Chain for Naval Warfare Systems”, Eric Hill, 
Technical Account Manager, Synopsys

Mr. Eric Hill’s paper that was presented is included in the 
current Journal issue on page 33.
 
SESSION 3: Assessment, Certification and 
Training in Maritime Cyber Security

Moderator: Professor Christos Douligeris, 
Department of Informatics University of Pi-
raeus

Lecture: ”CYRENE-EUSCS: Cybersecurity 
Certification Scheme for Supply Chain Ser-
vices”, Professor Nineta Polemi, University 
of Piraeus

Lecture: TRESSPASS (robust Risk based 
Screening and alert system for PASSengers 
and luggage) Ioannis Papagiannopoulos, 
Port Facility Security Officer - Deputy Port
Security Officer in Piraeus Port Authority

TRESSPASS (robust Risk based Screening and alert 
system for PASSengers and luggage), is a European re-
search project in the H2020 framework and Border and 
External Security thematic area, receiving EU funding.  
The scope of the project is to modernize the way the secu-
rity checks at border crossing points are operated on land, 
air, and sea.  TRESSPASS imports the concept of “risk-
based” security checks and proposes an analytic frame-
work for modeling risk as well as a systematic approach 
of quantifying risk, based on a set of indicators ranging 
from real-time behavior analytics to intelligent information 
extraction and sharing that can accurately be measured 
across all four tiers of the EU Integrated Border Manage-
ment. The 6 main objectives for TRESSPASS are to:

•	 Develop a single cohesive risk-based border 
management concept that covers the entire scope, i.e. 
a four-tier trans-national, multi-modal security tunnel, in-
cluding concept of operations.

•	 Apply an ethics and data protection “by design” 
approach to ensure legal and ethical compliance of the 
risk-based screening solutions at borders.

•	 Include passenger trust in risk management 
model and perform sensitivity analysis and optimization.

•	 Develop three pivoting pilot demonstrators for 
demonstration of key conceptual, operational and techni-
cal aspects of this concept.

•	 Demonstrate the validity of the single cohesive 
risk-based border management concept by using the de-
veloped pilot demonstrators, red teaming and simulations.

•	 Prepare for the further development of this con-
cept beyond this project by linking to other known risk-
based border management projects.

Lecture: “Maritime Cyber Risk and Global 
Security” Mr David Nordell, Synapse Cyber 
Strategy, Israel

Mr David Nordell’ paper that was presented is included in 
the current Journal issue on page 40.

SESSION 2: “Maritime Cybersecurity
technologies and industrial products”

Moderator: Dinos Kerigan-Kyrou PhDC-
MILT, Emerging Security Challenges
Working Group
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Maritime, bringing together the maritime community and 
the cybersecurity sector. France Cyber Maritime’s mis-
sions are to operate a Maritime Computer Emergency 
Response Team (M-CERT), to analyze and share specific 
threats, and to be a focal point for incident coordination 
as well as to provide tailored services, in full interaction 
and cooperation with maritime CSOs, CISOs, and public 
organizations.
France Cyber Maritime backed by the French Secretary 
of the Sea (SGMer) and the French Information Security 
Agency (ANSSI). There are three membership boards:

•	 Public actors (administrations, state agencies 
and regional/local authorities)

•	 End users (operators of the maritime and port 
sectors)

•	 Qualified providers of cyber security solutions
France Cyber Maritime tries to better prepare operators 
for maritime cybersecurity challenges through the use of 
Cyber ranges, where interactive, simulated platforms and 
representations of networks, systems, tools, and applica-
tions are used.  Cyber ranges typically provide a safe, 
legal environment to gain hands-on cyber skills and a se-
cure environment for product development and security-

posture testing
The full operational capability of the organization is 
planned for 2023

Lecture: “Adaptive and risk-driven security 
training for the maritime sector”, Professor 
Sotiris Ioannidis, Technical University of 
Crete

Malware can infiltrate through a wide range of attack 
points. To mitigate this threat, maritime must provide 
cyber-range adaptable in modern delivery models with a 

The research paper that was presented by Professor Po-
lemi is included in the current Journal issue on page 50.

Lecture: First Results on the use of cyber 
ranges to enhance awareness in the
maritime sector, Olivier JACQ, PhD, CTO 
France Cyber Maritime

The maritime sector has been involved in an unprec-
edented digital transformation over the last years: Infor-
mation Technology (IT) and Operation Technology (OT) 
systems are developing and interconnecting to achieve 
a safer and more competitive maritime economy. The at-
tack surface of the sector is widening, leading to potential 
real-world risks in a sector operating many cyber-physical 
systems. However, operatives from the maritime sector 
know that securing a ship or a smart port is not an easy 
task but a long-haul objective. 
Indeed, the sector has some characteristics which can 
hamper the deployment of traditional technical or orga-
nizational mitigation measures on board. To tackle those 
risks, the French public & private sectors created in 
November 2020 a non-profit organization, with over 40 
members from public & private sectors, France Cyber 

CYBER SECURITY
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linked to the unfortunate earthquake on the island, we 
needed to allow the authorities the time to deal with that 
rather than our own visit. And we decided to join you on-
line. But I make a promise we will be with you next time 
for sure. I thank you for inviting us at this critical time in the 
area of security and especially in the cyber world. And I 
am deeply honored to speak to such a distinguished audi-
ence, to speak to people who live and breathe security on 
a daily basis and to whom we all owe a lot. So, I have full 
recognition and gratitude for the work that you do for all of 
us, dealing with security from your actual posts.
 During the days of the conference, you have already 
heard a lot about the work of NATO in the area of cyber-
security and especially in the maritime sector. Through my 
intervention today I will focus on what we do on the Euro-
pean Union side. And of course, on the European Union 
side, the maritime sector has its own legislation, but at the 
same time, it is treated as one of the critical infrastructures 
and therefore is captured by all relevant rules about cy-
bersecurity and security in general. 
Now, when it comes to cybersecurity, I think that the last 
year taught us a lot. First of all, the COVID-19 pandemic 
showed how vulnerable we can be when we all depend 
on digital systems  to carry out even basic needs in life, 
schooling, working, so not just the traditional services of-
fered by digital means but also our regular social, and 
economic life was all carried out by digital systems, relying 
on digital technology and we saw how vulnerable we are 
because data breaches, cybercrime, grew exponentially. 
And we have a lot of reports also from Europol, demon-
strating how cybercrime evolved tremendously during the 
pandemic. Moreover, we had critical ransomware attacks 
in infrastructures that were unprecedented. I know that 
yesterday in his speech, Brigadier General Kesopoulos, 
referred to the Colonial Pipeline example. An example we 
also quote because it demonstrated if you allow me the 
big difference between the European Union and the rest 
of the world. What happened in the United States was un-
precedented, a simple ransomware attack, not particularly 
sophisticated, paralyzed the provision of energy services 
to half of the territory of the United States, but also had an 
impact on physical systems. We had queues and fuel sta-
tions; we had the lack of provision of energy at all levels 
of the economy. And this was also because the incident 
was not necessarily reported early enough for measures 
to be taken. In Europe, we have already existing rules that 
would have allowed, first of all, the authorities to be more 
aware of the incident and possibly to allow for a more co-
ordinated response. And it is likely to see that now in the 
United States.  Last week the cybersecurity authorities in 
the US have proposed to the Senate to adopt the same 
type of rules that we have in the European Union. Rules 
that would require critical infrastructure entities to respect 
cybersecurity standards, to meet actually the highest cy-
bersecurity standards, to report and notify the authorities 

dedicated cloud-provider.  
The THREAT-ARREST platform offers training on:

•	 Known advanced cyber-attack scenarios
•	 New cyber-attack scenarios
•	 The way to make effective and systematic use 

of different security tools developed to detect and/or re-
spond to cyber-attacks in all the different layers of the 
implementation stack of cyber systems; and

•	 Taking different types of actions against cyber-
attacks including preparedness, detection and analysis, 
incident response and post-incident response actions.

In addition, a model-driven solution is developed, 
called Cyber Threat and Training Preparation (CTTP), that 
allows the continuous security assurance of the actual op-
erating system, and the dynamic adaptation of the training 
procedures in the virtual cyber range’s environment. As a 
result, a Smart Shipping Virtual Lab was created for:

•	 Emulation of the backend infrastructure and cap-
tain’s on-board PC infrastructure

•	 Simulation of the smart vessels IoT ecosystem 
and the on-deck navigation equipment 

Three CTTP complete training programs have been 
developed for the needs of the maritime sector:

•	 Security awareness – For staff with no or low-
security knowledge

•	 Edge System security administrator – For per-
sonnel that require main security knowledge concerning 
the setting and usage of edge systems in the smart vessel

•	 Backend security manager – For security and 
privacy experts

Several training services are offered during the fore-
mentioned training programs like: 

•	 Automated security vulnerability analysis
•	 CTTP modeling of the overall process
•	 Post-training evaluation
•	 Continuous security assurance and program ad-

aptation
•	 Realistic virtual labs
•	 Multi-layer simulation and modeling
•	 Incorporation of Serious gaming
•	 Alignment with professional certification pro-

grams

2nd DAY

Keynote Speaker:  Mrs Despina Spanou
(virtually), Head of Cabinet of the Vice-President of, 
the European Commission Margaritis Schinas

Good morning to everyone to those who are lucky enough 
to be in Souda Bay and those who are following online. I 
am extremely sorry not to be there. As you know, I was 
supposed to visit the base and together with the European 
Commission Vice President Schinas, who is in charge of 
the Security Union. However, due to the recent events 
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anymore, especially in critical infrastructures that is not 
interconnected. Nowadays, any attack becomes auto-
matically a cyber-attack and vice versa.  or simply takes 
the form of a hybrid attack. Thus, we need to break the 
silos of treating cybersecurity separately. Let me give you 
an example to illustrate this new approach.  We have the 
existing rules for a high common level of cybersecurity 
for critical sectors for our economy and society across 
the EU. This covers the transport sector, it covers energy, 
banking, health, etc. This is the so-called NIS directive that 
has been in place since 2018 and fully implemented by 
all member states of the European Union. We have now 
proposed the revision of this European directive, step-
ping up the sanctions part but also enlarging its scope to 
public administration, but also to additional certain critical 
industries. For instance, the healthcare industry, we saw 
that with a pandemic, how vulnerable the pharmaceutical 
sector can be, the food industry, because again, this is 
the heart of our society, the provision of food, and it’s very 
important that these large actors also meet high cyberse-
curity standards. And of course, we reinforced the similar-
ity of rules across the European Union to avoid having 
weak links, meaning countries where the systems meet 
lower standards and therefore they become a system of 
entry for attackers in the European Union. In addition to 
our legal framework, we also have a playbook at EU level 
to respond to large cross border cybersecurity incidents 
in the European Union. We are the first part in the whole 
world, I would say the first jurisdiction bringing together 
27 countries that have a playbook in case of a large-scale 
cyber incident that allows us to coordinate and respond all 
together united.  
For the full implementation of the Security Union we count 
on the European Union security ecosystem, which com-
prises of the EU institutions, Bodies and Agencies, the 
EU Member States but also the industry and the civil so-
ciety. I would like today to make a special reference to 
the European Union Agencies working on security. What 
are these Agencies? They are structures outside the main 
European institutions, like the European Commission 
or the European Parliament, which I am sure you know 
well. The European Union Agencies are run basically in 
close cooperation with the EU member states. Their ex-
ecutive boards consist of the European Commission and 
representatives, usually national authorities, from the EU 
Member States. And we have a number of such Agencies 
that specialize in particular areas of cybersecurity too. For 
example, we have Europol that deals with law enforce-
ment including in the cyber world; its department called 
EC3 (the European Cybercrime Centre) is a department 
that has taken down very big cybercrime networks and is 
fighting against cybercrime. We have also ENISA, the Eu-
ropean Union Agency for cybersecurity, which contributes 
to EU’s cyber policy, enhances the trustworthiness of ICT 
products, services and processes with cybersecurity cer-

of major incidents, and of course, a system of sanctions 
that would impose fines to those companies that did not 
comply with these principles. 
But why is it important to share information? First of all, 
because this way the authorities can assist critical enti-
ties, but at the same time, it allows to prevent the spread-
ing, of such types of cyberattacks and better situational 
awareness and coordination between the key actors. In 
the European Union of 27 independent member states, 
we rely on the concept of what we call a Security Union, 
which encompasses cybersecurity. The Security Union 
was a concept that came into place following the unfortu-
nate terrorist attacks of 2016. When Europe realized that 
each EU country working alone, which was a traditional 
method for governments in the area of security, was not 
going to work in a Europe where there are no borders, 
where we have a true internal single market, where every-
thing is interconnected. We started in a very step by step 
approach working together at EU level in creating a genu-
ine security, and in my opinion in a very slow pace. For 
example, in the area of cybersecurity a key area for our 
overall security, we introduced rules to protect our criti-
cal infrastructures, but also to allow more information and 
more cooperation at EU level. Today, thanks to the so-
called NIS directive, not only we have cybersecurity rules 
and standards that entities critical for our economy and 
society have to meet, as I mentioned earlier, we also have 
European networks bringing together the key cybersecu-
rity actors across the EU. First of all the network of the 
regulatory authorities dealing with cybersecurity, the so-
called NIS cooperation group, where all 27 government 
authorities gather and make decisions on how to go about 
the implementation of the existing cybersecurity.  Also the 
CSIRTs Network, the network of the national emergency 
response teams, the so-called CERTS, that work together 
whenever we have cyber-attacks that could also have a 
very large impact across the European Union and across 
the world.
In July 2020, under the leadership of Vice President Mar-
garitis Schinas, who is responsible for bringing together all 
security union the various European Commission depart-
ments working on security and coordinate and oversee 
the implementation of the Security Union Strategy, the EU 
adopted the first ever Security Union strategy. Why is it 
important to have a Strategy? Because Strategies in the 
European Union ecosystem are our contract. The con-
tracts upon which we agree on the policies and actions 
we will take in a specific policy area. 
In this Security Union Strategy, we decided something 
very important. We made clear that we are going to con-
tinue working on advancing our cybersecurity prepared-
ness and resilience and reinforcing our legal framework. 
But we also decided that we are going to stop looking at 
cybersecurity separately from the rest areas of security. 
Cybersecurity is about security. After all, there is nothing 
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SESSION 4: NATO-EU Cyber Security Collaboration and 
Initiatives

Moderator: Iosif Progoulakis Department of Shipping, 
Trade and Transport - University of the Aegean, Chios, 
Hellas-Greece

Lecture: “European Security and Defense College – Train-
ing Cyber Security Professionals”, Dr Gregor Schaffrath, 
Training Manager at the European, Security and Defense 
College (ESDC)

ESDC Objectives: 
•	 Enhance common European security defense 

culture within CSDP
	 -	 Promote a better understanding of 

CSDP as an essential part of CFSP
	 -	 Provide Union and MS with knowledge-

able personnel (EU policies, institutions and procedures 
in CFSP)

	 -	 Promoting professional relations & con-
tacts

•	 Support crisis management
	 -	 Training CSDP Missions & Operations 

personnel
•	 ESDC Cyber Education, Training, Exercise and 

Evaluation Platform
	 -	 To address cyber security and defense 
training among the civilian and military personnel, includ-
ing for the CSDP requirements for all training levels as 
identified by he EU Military and Civilian Training Groups.
	 -	 At a later stage, and depending on the 
further development of the concept, the Cyber ETEE plat-
form could advance ETEE opportunities for a wider cyber 

defense workforce.
ESDC’s Role in the EU Cybersecurity Strategy Context - 3 
pillars:

•	 Resilience technological sovereignty and leader-
ship

•	 Building operational capacity to prevent, deter, 
and respond

•	 Advancing a global and open cyberspace

tification schemes, cooperates with Member States and 
EU Institutions, and helps Europe prepare for the cyber 
challenges of tomorrow. It is a hub of cybersecurity ex-
pertise. And we have the recently established European 
Cybersecurity Competence Centre, which will be respon-
sible for managing the available EU funding in the area 
of cybersecurity. And this Competence Centre will bring 
together all the ecosystems across Europe, either private 
or public that deals with cybersecurity through the fund-
ing of research and innovation programs that can lead to 
improving EU’s cybersecurity capabilities.
So we have this security ecosystem that is based on rules 
and regulations. And now what’s next for the EU? It is time 
that we pass from law to practice. It is time that we pass 
from theory to operation, from preparedness to resilience 
and ability to defend against an attack. First of all, we 
have made a recommendation for the first-ever creation 
of a joint cyber operational unit, a unit that will bring to-
gether experts from all EU governments that can work on 
the response to large scale incidents. So not just to have 
a blueprint, that I mentioned earlier, for the theory, but also 
to have the practical tools for response. 
A few days ago, the European Commission’s President 
Ursula von der Leyen announced that we will continue to 
work and step up our cybersecurity capabilities. And she 
created and proposed for the first time the concept of cy-
ber defense. It is the first time that in the European Union, 
we speak of defense, a union of defense, and where the 
focus of cybersecurity borrows all the elements from de-
fense. This is very important for our cooperation also with 
NATO that has a lot of experience in this respect. And 
this is the future of our policymaking. The President also 
announced a new piece of legislation, the so-called Cyber 
Resilience Act, an act that will regulate all interconnected 
systems and products in the European Union with regard 
to their security. 
There is therefore a lot to come in the coming years. This 
is an area that is only growing in the European ecosys-
tem, again, passing from preparedness, now to operation-
al and to response. And this will certainly be one of the ar-
eas where the EU NATO bond will grow even fonder, and 
it will pave a way for an ever-closer cooperation between 
the European Commission and NATO systems. And of 
course, now that we will work on the new EU-NATO joint 
declaration to be presented soon, we can certainly expect 
the area of cybersecurity to be central. I hope that this 
has been useful for the purposes of the conference. Once 
again, I am really truly sorry not to be there not only be-
cause it is much better to be in Crete than in Brussels 
between us, but also because I would have liked the op-
portunity to exchange more ideas with you and to borrow 
between the experience that you have in practice and our 
intentions to address cybersecurity the best way we can 
in the European Union. Thank you.
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deliver shareable alliance information protected at source, 
controlled for life. 

•	 Some of DCS Main principles and goals: 
	 -	 Focus on protecting data objects rather 
than domains
	 -	 Meta-data to facilitate protection
	 -	 Protection includes any combination of 
CIA Confidentiality, Integrity, and Availability
	 -	 Facilitates various solutions for access 
management at the object level

Lecture: “Operationalizing the maritime
cyberspace: Continuing the conversation”, 
Cpt Antonie Colombier FRA (N), ACOS
MARCOM/N6/Cyberspace

NATO Cyber Evolution:
•	 2014 in Wales Enhancing
•	 2016 in Warsaw Adapting
•	 2018 in Brussels Operating
•	 2019-2020 in OPERATIONALIZING

•	 MARCOM’s responsibilities
	 -	 Ensuring that sea lines of communica-

tion between Europe and North America remain free and 
secure
	 -	 Improving the movement of troops and 
equipment within Europe
	 -	 Reinforcing logistics elements across 
the NCS in Europe
	 -	 Strengthening Cyber Defenses and in-
tegrating cyber capabilities into NATO planning and op-
erations

•	 Increased of Cyber Incidents in the Maritime Do-
main is 900%
 

Lecture: “Data Centric Security (DCS) in 
Maritime Operations”, Mr. Konrad Wrona, 
Principal Scientist NATO Cyber Security 
Centre (NCSC)

•	 Providing efficient data protection and informa-
tion sharing capability across different security domains, 
belonging to NATO, the Nations, and specific Communi-
ties of Interest (COI), is of paramount importance for ef-
fective execution of NATO maritime operations. 

•	 Current information protection practices rely to 
a large extent on a network-layer mechanism for com-
partmentalization of information and separation between 
different COIs. This leads to the segregation of networks 
into separate network domains and the implementation of 
perimeter defense at the boundaries of these domains. 
Such approach is inefficient in respect to the use of CIS 
resources and usually requires operating separated net-
work environments, which is challenging when consid-
ering confined space, limited personnel and a variety of 
systems that need to be hosted in modern ships. 

•	 Moreover, modern maritime operations require 
increasingly intensive information sharing with various 
external systems, both commercial and operated by non-
NATO entities. 

•	 Data-centric security rather than focusing on net-
work perimeter defense focuses on securing access to the 
data itself. It introduces a comprehensive set of security 
measures, involving both passive and reactive measures, 
which can be configured to address various data protec-
tion and information sharing scenarios relevant to NATO. 

•	 The DCS approach facilitates, at its core, the 
labeling of data with trusted metadata; access manage-
ment; automation for sharing information cross-domain; 
and, latterly, cryptographic object-level protection to de-
liver enhanced post-release control and data leak protec-
tion.

•	 DCS capability development in the maritime do-
main has the potential to enhance the collective defense, 
crisis management activities, cooperative security and 
maritime security of nations and the Alliance as a whole.

•	 Vision of DCS – To enhance the ability to share, 
protect, and control data in accordance with evolving op-
erational requirements strengthening Information superi-
ority of the NATO Enterprise and Alliance Federation – to 
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at Total Soft Bank

The major security problems:
•	 An attacker can manipulate the database hold-

ing the manifest container weight.
•	 The attack is limited by errors detected at the 

weighbridge and by some scales
•	 Can an attacker falsify the weights such that a 

ship would be loaded dangerously off balance?

The approach used to solve the identified security 
problems:

•	 Use adversarial machine learning to generate 
false weights for the container load that would result in an 
off-balance ship.

•	 To counter such attacks, is to develop detection 
strategies and more robust load planning algorithms.

Lecture: “Cybersecurity challenges in 
DDIL”, Eduardo Bolas, Principal Scientist, 
NCI Agency, 

Sophisticated Maritime Situation Awareness (MSA) sys-
tems extensively depend on data-savvy Internet Protocol 
(IP) based services. Obviously, this presumes the exis-
tence of reliant, stable and high-bandwidth communica-
tion systems, such as SATCOM, which cannot be taken 
for granted - vide the example of 2007, when China shot 
down a weather satellite. As a result, MSA communities 
have increased interest in alternative technologies for 
scenarios where SATCOM is unavailable – the so-called 
Denied, Degraded, Intermittent or Limited (DDIL) environ-
ments. An adaptation of services is required to manage 
throughput and cope with delay and jitter challenges, but 
maintaining support to critical business processes and in-
formation transfer. Such adaptations aim to improve data 
transfer efficiency, while not undermining cyber defense. 
Military systems rely on high-grade encryption, which 
provides implicit security features that save bandwidth, 
but, unfortunately, are not adequate for ubiquitous civil-
military networks. Moreover, modern cyber threats force 
the deployment of defense measures that contribute to in-
efficiencies and self-inflicted operational impairments that 
affect the overall systems’ performance. It is important to 
invest in smart approaches to operate in DDIL environ-
ments: not only at the lower layers of OSI model, but also 
at the application, business processes, and knowledge 
management levels. 
An analysis of cybersecurity challenges in DDIL environ-
ments was proposed, focusing on approaches to optimize 
MSA exchanges and maximize their effectiveness. The 
discussion included aspects of information diversity, inde-
pendency, and granularity to optimize security processes 
and network efficiency.
Lecture: AI4HEALTHSEC – A Dynamic and 

Lecture: “Situational awareness of cyber-
space on maritime military operations”, Cdr 
Salvador Mota, BRA (N), Head of Cyber
Defense Division, Brazilian Navy, Lt Fran-
çoa Taffarel BRA (N), Cyber Security Spe-
cialist, Brazilian Navy

The relevant paper that was presented is included in the 
current Journal issue on page 57.

SESSION 5: Secure Maritime Value and
Supply Chains, Infrastructures & Services

Moderator: Professor Nikitas Nikitakos,
University of the Aegean

Lecture: “Machine Learning-based Attacks 
on Safe Container Ship Loading”, Dr Bar-
ton P. Miller, Professor in Computer Sciences, NSF 
Cybersecurity Center of Excellence, University of Wiscon-
sin-Madison, Dr Elisa Heymann, Senior Scientist – 
Associate Professor, NSF Cybersecurity Center of Excel-
lence, University of Wisconsin-Madison

The mission during research on Machine Learning-based 
Attacks on Safe Container Ship Loading is to:

•	 Anticipate threats to maritime cybersecurity
•	 Demonstrate the feasibility of these threats
•	 Defend against these strategies

The main research accomplishments so far are:
•	 7 identified serious security vulnerabilities 
•	 Designed remediations for these vulnerabilities
•	 An in-depth class in security software designed 
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Maritime Cyber Security and Cyber Defense

Moderator: Mr Emmanouil Christofis,SHAPE 
J6 Cyberspace – Plans and Policy

Lecture: “Multi-Purpose Cyber Environment 
for Maritime Sector”, Gabor Visky,
Researcher, NATO Cooperative Cyber Defense Cen-
tre of Excellence (CCDCOE)

1.5 tons of goods are transported for every people around 
the globe by ship in a year. Recent cyber security inci-
dents like A.P. Møller-Maersk NotPetya malware in June 
2017, China Ocean Shipping Company (COSCO) in July 
2018, and Norsk Hydro in March 2019 proved that the 
maritime sector’s cyber security needs attention.
Cybersecurity Aspect

•	 7 Types of Cyber Security to consider: Cloud Se-
curity, Network Security, Disaster Recovery, Application 
Security, Operational Security, Information or Data Secu-
rity, and Business Continuity. 

•	 People
•	 Technology 
•	 Regulatory Framework

The People aspect of Cyber Security:
•	 Maritime becomes ICT expertise dependent
•	 Education focuses on operations
•	 Cyber education – usually out of the curriculum
•	 Special environment needed for industry-specif-

ic cyber education
The Technology aspect of Cyber Security:

•	 IT and OT needs a different approach
•	 Legacy devices (not meant to be cyber secure)
•	 Mixed technology (Compatibility, Partially re-

newed systems)
•	 Vendor-specific devices/protocol
•	 Confidentiality, Integrity, Availability of data and 

services
•	 Safety, Reliability, Security of processes 

A Multi-Purpose Cyber Environment for Maritime Sector 
was built which includes a Transas NT Pro 5000 Navi-
gational Simulator with additional cyber security research 
specific components that can be used as vulnerability 

Self-Organized Artificial Swarm Intelligence 
Solution for Security and Privacy Threats in 
Healthcare ICT Infrastructures, Eleni Maria 
Kalogeraki PhDc, Focal Point, Dr. Spyridon 
Papastergiou, Focal Point

Are healthcare services important in the maritime sector?
Healthcare services on board: 

•	 Highly Specialist diagnostics engaging new de-
velopments of science 

•	 Advanced medical devices and equipment
•	 Comprehensive medical management system 
•	 Highly competent doctors
•	 Medical training
•	 Medical remote assistance
•	 Effective treatment
•	 Follow best practices to address COVID-19 chal-

lenges (e.g. IMO webinars)

Nowadays there are daily headlines on cyber-attacks in 
Healthcare and Maritime sector.

AI4HEALTHSEC proposes a state-of-the-art solution that:
•	 improves the detection and analysis of cyber-at-

tacks and threats on HCIIs and increases the knowledge 
on the current cyber security and privacy risks;

•	 builds risk awareness, within the digital Health-
care ecosystem and among the involved Health opera-
tors, to enhance their insight into their Healthcare ICT 
infrastructures and provides them with the capability to 
react in case of security and privacy breaches; And

•	 fosters the exchange of reliable and trusted inci-
dent-related information among ICT systems and entities 
composing the HCIIs without revealing sensitive corpo-
rate details

A main AI4HEALTHSEC solution outcome is the Dy-
namic Situational Awareness Framework (DSAF) that 
helps the operators to:

•	 thoroughly assess the vulnerabilities of all cyber 
assets; 

•	 evaluate the probability of cyber-attacks; 
•	 identify the relationships between indicators of 

compromise, threats, and adversaries 
•	 estimate the cascading effects of attacks in the 

Interdependent HCIIs and identify how these at-
tacks propagate across the HCSCS; 

•	 provide technical assistance and guidance on 
investigating and handling complex, interrelated cyber 
security incidents and data breaches and extracting all 
relevant information; and 

•	 combine and analyze all security incident-related 
information in an effective and accurate manner.

SESSION 6: Innovative Research in
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Sec4Europe Maritime Cybersecurity Dem-
onstrator”, Dr Christos Douligeris, Professor 
Department of Informatics, University of Piraeus, Mr 
Christos Grigoriadis, PhD student Department of 
Informatics, University of Piraeus

The CyberSec4Europe Maritime Cybersecurity Demon-
strator project has identified 7 key demonstration cases in 
different domains addressing prominent research areas in 
the public and private sectors.

•	 Ecommerce with security consideration
•	 Security and integrity of the supply chain
•	 Privacy-presenting identity management
•	 Incident reporting 
•	 Maritime transport security
•	 Secure medial data exchange
•	 Secure smart cities

Security Services for Maritime Transport Infrastructures: 
•	 Service 1: Threat Modeling & Risk Analysis for 

the Maritime Transport Services
•	 Service 2: Maritime System Software Hardening
•	 Service 3: Secure Maritime Communications
•	 Service 4: Trust Infrastructure for Secure Mari-

time Communication

Maritime Transport – Roadmap and Research Goals
•	 Existing Taxonomies were researched and ad-

justed in order to map:
	 -	 Maritime Threat Agents
	 -	 Maritime Cybersecurity Threats
	 -	 Maritime Cybersecurity Threat Impacts
•	 Maritime security services were developed:
	 -	 To secure maritime infrastructures 

against existing threats 
	 -	 To predict uprising cybersecurity threats
	 -	 To enhance communication security in 

the maritime sector
•	 Demonstrators were designed based on the ser-

vices and will be presented in the context of:
		  -	 A web-based risk assessment tool
	 -	 A software recompilation/ hardening 
tool
	 -	 A PKI solution along with VHF Data Ex-
change System (VDES) radio

Conclusion and Future Goals:
•	 Identification of threats and threat agents for the 

maritime sector
•	 Extension, integration, and initial validation of 

targeted security services such as risk assessment, sys-
tem hardening, PKI, and secure maritime communica-
tions

•	 Next steps:
	 -	 Integration of selected security services 

testing environment for research, Cyber security experts’ 
education, Maritime enterprise experts’ education and Cy-
ber security exercises.

Lecture: “Secure Software Development 
Techniques for mixed-criticality systems: 
Enhancing current system engineering 
frameworks for cyber operations”,
Dr. Emmanouil Serrelis, Information Security De-
partment Manager, Intrasoft International

Mixed Critically Systems include a combination of hard-
ware and software that serve several purposes of different 
criticalities, such as power, safety or navigation systems.
Needs for Mixed-Criticality Systems:

•	 Non safety critical systems 
	 -	 Adaptability
	 -	 Dynamic system structures
•	 Safety critical systems
	 -	 Certification standards
	 -	 Static configurations

Typical Software Development Lifecycles
•	 Waterfall, Agile, DevOPS

Challenges while applying Secure Software Development 
Lifecycle (SSDLC) for mixed critical system:

•	 Ensure each component security requirements
•	 Do not mix resources and requirements of com-

ponents of different critically
•	 Keep total cost of development and service pro-

vision to a minimum
•	 Minimize technical debt

SSDLC key points are:
•	 A SSDLC maturity growth journey has direction 

but no need for a “finish line”
•	 SSDLC journey would benefit from a prescriptive 

approach (e.g. OWASP SAMM)
•	 Mixed criticality systems, platforms and environ-

ments are to be identified and managed within the early 
stages of the development lifecycle

•	 Build a standardized Secure SW development 
toolkit for applicable for any development process

•	 When choosing the right method/tool:
	 -	 Take into account the risk appetite for 

each individual subsystem
	 -	 Introduce cost-effective security con-

trols and
	 -	 Go for trusted, recently supported solu-

tions and methods
•	 Request SSDLC assurance from your develop-

ment vendors 

Lecture: “Initial Results from the Cyber-
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With over 20 lectures from established cybersecurity pro-
fessionals, this conference covered every critical maritime 
cybersecurity area. From military to non-military opera-
tions, we discussed the modernization progression to im-
prove maritime cybersecurity. As discussed in previous 
cybersecurity conferences, the solution to effective and 
efficient maritime cybersecurity is a synergy of the gov-
ernment, military, legal, technology, intelligence, and aca-
demia sectors. This NATO maritime synergy will develop 
into a global interactive collaboration to ensure maritime 
security at the tactical, operation, and strategic levels.  

in an adaptive security model, to provide real-time and 
(semi) autonomous risk assessment and mitigation of 
threats.
	 -	 Enrich maritime RA/RM tool (MITI-
GATE) with the software hardening techniques as part 
of the mitigation controls and policies for various critical 
maritime components. 
	 -	 Extend the maritime PKI tool (CySiMS) 
into a VDES-ready solution, applicable to real maritime 
communication systems. 

CLOSING REMARKS

CYBER SECURITY

As a young captain in the U.S. Army Reserves, Lieutenant Colonel Brown was called up to work at the Pentagon on the Crisis Action 
Team after 9/11. For her outstanding efforts, she received Army Staff Identification Badge and Global War on Terrorism Service Medal. 
As a major, Wendi Brown completed two consecutive combat tours in Afghanistan, which lasted for 18 long months. For her exceptional 
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on Terrorism Expeditionary Medal, Afghanistan Campaign Medal, and NATO Afghanistan Service Medal (ISAF-International Security 
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monitor terrorist activities for 51 countries and territories to ensure stability throughout NATO and European Union. Also, Lieutenant 
Colonel Brown, completed logistical support to a global NATO communication network contingency operation to ensure computer 
and internet interoperability among NATO countries in case of terrorist or enemy network attacks against critical infrastructure. In the 
following assignment, Lieutenant Colonel Wendi Brown worked at the U.S. Africa Command, another joint operations environment, to 
monitor terrorist activities on the African continent. While working full-time, Lieutenant Colonel Brown earned her first Master of Sci-
ence in Cybersecurity, graduating summa cum laude; an educational curriculum coordinated and endorsed by the U.S. Department of 
Defense. Four years later, she earned her second Master of Science in Cybersecurity. The graduate degree was Master of Science 
in Cybersecurity with Specialization in Cyber Intelligence, graduating summa cum laude; an educational curriculum coordinated and 
endorsed by the U.S. National Security Agency and U.S. Homeland Defense.
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Abstract

The innovative project ARSx2 deals 
with the development of a maritime 
surveillance system, consisting of two 
UAVs, for the prevention of piracy or 
other illegal activities as well as the 
monitoring of pirate incidents in prog-
ress, and search and rescue cases at 
sea. The first UAV, called “Phorcys”, is 
a VTOL hexacopter on a Y6 configura-
tion. Equipped with a powerful hybrid 
EO/IR stabilized camera with object 
tracking capabilities, humans and 
items such as guns, canisters, etc. 
can be identified from a safe distance. 
The second small, flexible and easy to 
use by non-specialists fixed-wing UAV, 
called “Ceto” is used in emergency 
cases as a “rescue beacon”. It is de-
ployed when a vessel is already or will 
be occupied by pirates, while real-time 
position, images or video are transmit-
ted to the patrolling authorities and 

rescue organizations.
In this paper, the project’s followed 
methodology will be presented. The 
approach consists of the definition of 
operational and technical specifica-
tions, design and manufacture of the 
UAVs. The process of capture and 
analysis of data will be also present-
ed, providing real-time high precision 
intelligence to operators and rescue 
authorities, indicating the interoper-
ability, robustness and reliability of 
our aerial system. Additional system’s 
uses such as ship inspection, mail 
transport, lighting of dark areas, rescu-
ing people at sea, patrolling sea and 
inland areas etc., of the UAVs will be 
also referenced.  Aspects that con-
cerned the research team during the 
project implementation are presented 
in the conclusions with useful insights 
on piracy. Future concepts, directions 
and improvements of the ARSx2 sys-
tem that have been explored, are intro-

duced in the last chapter of this paper.

The ARSx2 project

The whole project is Co-financed by 
the European Regional Development 
Fund of the European Union and Greek 
national funds through the Operational 
Program Competitiveness, Entrepre-
neurship and Innovation, under the call 
RESEARCH - CREATE - INNOVATE 
(project code: Τ1EDK-04993) under 
the name: ARSx2 (AeRial System 
and Anti-piRacy System) Marine area 
surveillance system, using Unmanned 
Aircraft Systems (UAS) to avoid and 
prevent merchant ships from piracy. 
Main objective of the call “RESEARCH 
- CREATE - INNOVATE” is the con-
nection of innovative business with 
research and enhancing of competi-
tiveness, productivity and accessibility 
of hellenic companies in international 
market. Hellenic businesses join forc-

MA
RI

TI
ME

 S
EC

UR
IT

Y

ARSx2
A marine area surveillance system using UAS,

assisting anti-piracy measures and contributing to 
hostages and/or vessels recovery

by Christodoulou E.*, Charvalis G.*, Melas G.*, Poulakis O.*, Papakonstantinou 
A.**, Moustakas A.**, Doukari M.**, Moutzouris I.**, Topouzelis K. ** 

*A.S. Prote Maritime Ltd personnel **Marine Remote Sensing Group personnel



21

es with R&D partners aiming to create 
competitive applications and services, 
able to cover the modern demands of 
the international market. 
Our company’s, partner for this proj-
ect is Marine Remote Sensing Group 
(MRSG) of the Department of Ocean-
ography and Marine Life Sciences of 
the University of the Aegean. Relevant 
subcontractors are: Ev Aetheria Ltd, 
B.I.MA S.A., Ucandrone PC and Fible 
Technologies PC. After successful lab-
oratory tests, project is in the process 
of field testing of the two UAVs in land 
and marine environment. 

Project’s reasoning

Two key factors drove our involvement 
in this project. Initially, the previous 
experience of the company owners 
in Hellenic Navy, cultural informatics, 
University education field, R&D of new 
technologies, and in the field of Private 
Maritime Security. 
Second factor is that all previous at-
tempts regarding UAV utilization 
against piracy either remained only 
in a theoretical field, or were costly, 
large-scale solutions deploying UAVs 
(HALE and MALE type) purely of mili-
tary nature, or were totally failed at-
tempts based on the wrong assump-
tion that “anyone can be a drone pilot/
operator”! 

All the above-mentioned reasons con-
vinced us that we should be directed 
at developing a system which would 
be operated in situ, where the danger 
occurs, that is, on the ship that could 
be threatened by pirates! The innova-
tive project ARSx2 deals with the de-
velopment of a maritime surveillance 
system, consisting of two UAVs, for 
the prevention of piracy or other ille-
gal activities as well as the monitoring 
of pirate incidents in progress, and 
search and rescue cases at sea.

Methodology

The methodological approach of the 
project follows six main stages. In the 
first one the existing functional frame-
work is defined. This stage includes 
studies of piracy’s operational envi-
ronment, tactical counter piracy mea-
sures, UAV legal framework and mari-
time and aerospace communications 
study. In the second stage the analysis 
of operational and technical specifica-
tions take place. This leads to a better 
technical specifications definition fol-
lowed by a certification step. Stages 
three and four correspond to Phase 
A and Phase B respectively. Phase A 
consists of the design, construction, 
parameterization and laboratory test-
ing of the system. Phase B consists of 
the prototypes’ optimization and field 
testing. At the end of each phase there 
is a certification step. Lastly, after com-
posing operation and maintenance 
manuals, complementary actions such 
as commercialization study, alterna-
tive uses study, and various publicity 
actions take place. Technology Readi-
ness Levels (TRLs) have been used 
as a method for defining the structure 
of the methodology stages, the gen-
eral content, as well as a means to es-
timate the maturity of our technology 
from a concept idea to completion.

Operational specifications of the two 
UAVs are analyzed after taking into 
consideration the studies of the exist-
ing functional framework. Specifica-
tions are set regarding the system’s 
general capabilities, environment re-
strictions, legal restrictions, versatil-
ity, interoperability, transportation and 
deployment by novice users. Techni-
cal specifications are defined after the 
operational specifications have been 
discussed through the research team, 
engineer team, and experts with oper-
ational experience. Defined technical 
specifications are then simulated in a 
calculation tool (https://www.ecalc.ch/
xcoptercalc.php) providing essential 

feedback and a first indication of the 
UAV capabilities. This process leads 
one step closer to manufacturing.

Design and manufacture

The first step is to create CAD models 
of the UAVs fuselage and internal com-
partments. A CAD virtual environment 
provide tools that allow to test various 
materials and setups, experimenting 
prior to manufacturing process. The 
manufacturing materials selected are 
lightweight, durable, UV resistant, 
composite materials approved for 
aeronautical use, including among 
others, high quality carbon fibre (type 
442 carbon fabric1) sheets and tubes, 
and Nomex Aramid Honeycomb cells 
(Can, 2020). 
The design of the Phorcys UAV as a 
hexacopter in a Y6 configuration (Fig-
ure 1) has proven beneficial when con-
fronting high wind velocities due to its 
reduced exposed surface compared to 
quadcopters (Chapman, 2020). This 
effect is enhanced by its aerodynamic 
shape and the fact that the motors are 
coaxial, providing overall, an increase 
of the power output with reduced drag 
coefficients. 
Ceto’s most important aspect is 
flight time. Its design characteristics 
revolve around that aspect. A light-
weight, small size, fixed wing and low 
drag design offers the required lift to 
maximize its operational flight time 
(Fahlstrom,2012). In order to shape 
the composite materials we created 
molds. The technique used to shape 
the composite materials is the infused 
resin vacuum molding, in molds that 
have been created by Computerized 
Numerical Control (CNC) machines 
(Figure 1). The technique mentioned, 
results in a high quality and strong 
material bonding, providing a com-
pact, robust and lightweight fuselage2 

(Zhang,2017) for both UAVs.
High quality components with speci-
fications that comply with the defined 
technical specifications are selected 

MARITIME SECURITY

1 http://www.ezentrumbilder.de/rg/pdf/td_en_ECC_Style442_E.pdf 
2 https://www.fibreglast.com/product/vacuum-infusion-Guide/Learning_Center
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from various suppliers for the assem-
bly. These components include among 
others, motors, propellers, electronic 
speed controllers, autopilot, GPS, 
companion computer, payload sen-
sors, actuators, telemetry modules 
and controllers. The selected autopi-
lot3  encloses tree redundant IMUs, 
a failsafe co-processor, redundant 

power supply with automatic failover 
and the necessary serial ports to ac-
commodate interconnections between 
other devices such as an onboard 
companion computer. Parameteriza-
tion of the UAV’s autopilot is controlled 
under the open source mission plan-
ner firmware4, including sensor cali-
bration, flight parameters calibration 
and failsafe adjustments.

Capture and analysis of data

The hybrid sensor allows day and 
night surveillance over long distances. 
According to Johnsons DRI criteria 
(Chevalier,2016), the visible sensor 
surpasses the detection range of 5 
kilometers, the recognition range of 
3 kilometers and identification range 
of 1,5 kilometers. The captured data 
are provided with a 640 x 480 thermal 

resolution (LWIR uncooled 8-12μm) 
while the powerful high definition op-
tical sensor provide up to x40 zoom. 
The data processing system provides 
real-time EO/IR object tracking, geo 
location, video compression, IP en-
capsulation and video recording capa-
bilities. The object tracking is ‘locking’ 
the camera to track a subject selected 

by the user within the camera’s range. 
Accordingly, the ‘locked’ subject of in-
terest always remains within the dis-
play (Figure 2).  

Additional uses

ARSx2 UAVs can be used for assisting 
supplementary maritime security tasks 
onboard a merchant vessel, such as 
inspection of vessel’s exterior fortifica-
tion (hardening), recording of PCASP’s 
exterior tactical drills, patrolling in oc-
casions, eminent for a possible danger 
(robbers, stowaways etc.), collecting 
of important maritime security informa-
tion (for example information regard-
ing illegal, unreported, or unregulated 
activities) and its transmission to rel-
evant authorities, other nearby vessels 
etc. Furthermore,  assisting in tasks 
that take place onboard a merchant 

vessel other than the ones of maritime 
security, such as inspection of exterior 
parts and/or possible damages of a 
vessel as well as crew exterior routine 
tasks and drills, provision of an aerial 
light source, assistance in “abandon 
ship”, “search and rescue” or “man at 
sea” situations, assistance in the geo-
graphical identification of sea pollution 
and/or oil slicks, collection of important 
information of different aspect and its 
transmission to relevant authorities 
etc.

Conclusions

The significant increase in piracy and 
vessel-boarding incidents pose an 
economic and safety threat with so-
cial aspect (Møller, Bjørn, 2008). The 
discontinuation of international coun-
ter-piracy operations create a global 
concern on the future of piracy. Policy 
makers have been traditionally unable 
to effectively deal with the problem as 
potential national disagreements and 
conflict of interests are perplexing the 
situation. A new counter-piracy legisla-
tion is a difficult and time consuming 
task. In the meantime, new security is-
sues arise at an ever-increasing rate. 
ARSx2 system can provide increased 
“in situ” maritime surveillance abil-
ity, early warning of potential pirate 
threats, capturing, processing and 
analysis of data, real-time high preci-
sion intelligence to control stations 
and rescue authorities, remote opera-
tion with mission management and au-
tonomous commands, fast, safe and 
robust data transmission, assistance 
to search and rescue operations, mon-
itoring of a pirate attack or hostage 
situation, recognition and monitoring 
of marine hazards, alleviation of risk 
of injury or death of humans during or 
after a pirate attack.
Indirect advantages from the use of 
ARSx2 system include reduced in-
surance costs for crews, ships, and 
freights, reduced economic loss of 
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Figure 1: CAD-CAM designs (Left), CNC cutting process (Up right), infused 
resin vacuum molding (Down right)

3 HEX The Cube Orange - with ADS-B Carrier Board
4 https://ardupilot.org/planner/
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countries adjacent to high-risk areas, 
optimization of ship routes, fuel sav-
ing and ship rental time saving. All of 
the above promote the security of the 
movement of humans and goods and 
assist PMSCs, local and international 
organizations and authorities, P&I 
clubs (Protection and Indemnity) and 
shipping companies to better decision 
making.
During our involvement in the ARSx2 
project we stumbled upon many obsta-
cles. We identified a lack of adequate 
companies specialized in constructing 
UAS and a rapid evolution of the UAS’ 
technology. A major obstacle is the un-
defined legal boundaries from the use 
of UAS against piracy, in national and 
international levels. Despite the obsta-
cles, we made an attempt to partially 
substitute and improve established 

procedures from the market based on 
PCASPs. The new technologies dras-
tically change the rules and habits of 
industries in many economical, safety 
and efficiency aspects. They provide 
new and more effective capabilities on 
existing means in order to avoid and/or 
prepare and/or report potential piracy 
threats. In principle, this technology is 
a tool for enhancement of security, co-
operation and coordination of maritime 
actors to uphold freedom of naviga-
tion.

Future work

Future systems optimization that is al-
ready conceptualized and researched 
is the use of Artificial Intelligence for di-
rect real-time identification of targets, 
people, and objects on the Phorcys. 

Such a capability can accurately and 
immediately assess the presence of a 
threat and provide an accurate early 
warning. Regarding Ceto, vertical 
take-off and landing (VTOL) capabil-
ity has already been examined and it 
is at its early stages of manufacturing, 
since it was considered essential ca-
pability in order to safely retrieve the 
UAV after an emergency situation. Ad-
ditionally, we examine to prolong its 
flying time by embedding solar panels 
and/or develop a system consisting 
of RF beacons and nets in order to 
achieve the safe return and retrieval 
of at its base. Last but not least, ad-
ditional automated commands for use 
against piracy or other surveillance 
tasks have already being developed 
and programmed to be released in fu-
ture ARSx2 software updates.

MARITIME SECURITY

Figure 2: User interface of the ARSx2 system. The thermal channel is active while a subject is ‘locked’ 
and tracked during field tests. Information about the subject are calculated continuously.
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Abstract

This paper provides an introduction 
and an outlook into the use of Artificial 
Intelligence in the maritime sector and 
possible implications with regards to 
cyber security risks. We will first pres-
ent an overview on maritime AI appli-
cations which are currently under de-
velopment or already being deployed 
and Intelligent Decision Support Sys-
tems (IDSS). We will show how these 
developments can influence security 
in the maritime domain. Further, we 
will elaborate on risks associated with 
the use of AI both for the general use 
in maritime applications as well as 
for IDSS. We will specifically pinpoint 
risks which arise from cyber threats 
but also from human interaction with 
these systems, i.e. the matter of trust. 
We will show that in order to account 
for security in the maritime use of new 
technology, technical as well as ethical 

Artificial Intelligence and
Cyber Security in 2030

Possible implications for the
Maritime Sector

by Dr. Swantje Westpfahl and Tim Dalhöfer 
Institute for Security and Safety

at the Brandenburg University of Applied Sciences, Germany

considerations have to be taken into 
account in understanding how cyber 
threats on maritime AI applications can 
affect maritime security. We shall then 
propose some recommendations for 
the development and deployment of AI 
and IDSS applications in the maritime 
sector with regards to cyber security 
as well as the human factor.  
Content
	
Introduction

Artificial Intelligence (AI) is well on its 
way to become a defining factor on 
warfare in the coming years and de-
cades. Great Powers such as the U.S. 
and China are heavily investing in AI 
research and development and proto-
type testing. The maritime domain has 
been no exception in this. However, 
the civilian maritime sector seems to 
be progressing fast in this regard1, 
much faster than the military sector 

which of course is subjected to various 
bureaucratic, organizational, techno-
logical and also ethical constraints. So 
far, AI hasn’t found its way into actu-
ally deployed applications. But this 
can very well change over the course 
of the decade.

At the same time, just as it is the case 
with conventional on-shore digital sys-
tems, increased digitalization brings 
with it an increased necessity for cy-
ber security, to maintain system oper-
ability and mission success, as well 
as prevent unacceptable incidents. 
In addition to conventional computer 
systems, securing Artificial Intelligence 
systems poses different and complex 
challenges to cyber security. This 
presentation aims to establish a near-
future outlook on the expected applica-
tions of AI in the maritime domain, as 
well as pointing out the cyber security 
challenges that come along with these 

1 Raveling, Jann (2021): Artificial intelligence within the maritime industry. Available from https://www.wfb-bremen.de/en/page/
bremen-invest/artificial-intelligence-within-maritime-industry#wfb-ai-ships
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2 Williamson III, William (2020): From Battleship to Chess Available from: https://www.usni.org/magazines/proceedings/2020/july/
battleship-chess
3 Ibid.
4 Ibid.
5 Jacob et al. (2018): Machine-Learning Space Applications on SmallSat Platforms with TensorFlow. Available from: https://digitalc-
ommons.usu.edu/cgi/viewcontent.cgi?article=4270&context=smallsat

applications, both technically and ethi-
cally.

Maritime AI Applications

The idea of using AI to make opera-
tions more efficient has already found 
its way into the maritime sector some 
time ago, with many military stake-
holders currently developing and test-
ing new systems in the face of intense 
digital technology competition. The ap-
plications below describe noteworthy 
maritime AI applications which hold 
the potential the fundamentally change 
maritime security in the coming years. 
While some of the mentioned appli-
cations are already being tested by 
some stakeholders, their presumable 
deployment in the near future will be 
crucial to a new technological land-
scape in the field. Other applications 
mentioned are still at early develop-
ment levels.  

Application for Maritime
Situational Awareness

In recent naval history, the sheer size 
of the seas has meant that maritime 
situational awareness has traditionally 
been the pivot on which successful na-
val operations have depended. Being 
aware of the adversary’s movements 
on the vastness of the world’s oceans, 
the positions and movements of own 
assets as well as those of allies has al-
ways presented a challenge for naval 
actors. Still, in the context of modern 
maritime security operations it consti-
tutes a major factor for the successful 
completion of operations. Reducing 
the opacity of the ocean environment 
and increasing situational awareness 
through the creation of an ‘observable 
ocean’ would revolutionize the way 
maritime security is being done today 
and has been done for decades, ac-

cording to Williamson (2020)2. 

AI-supported systems offer a particu-
lar promising potential for increased 
intelligence, surveillance and recon-
naissance (ISR) capability by open-
ing up and monitoring vast maritime 
areas without the direct and constant 
need for human engagement. Lever-
aging AI to make sense of the enor-
mous amount of data generated by 
sensors promises the facilitation of a 
much clearer view of the operational 
environment in which human com-
manders can then make informed de-
cisions. Counter-piracy and counter-
smuggling operations can particularly 
benefit from these gains of AI-enabled 
situational awareness, as they in-
crease efficiency and operation radius 
for deployed vessels, enabling a big-
ger portion of the sea to be monitored 
more effectively by each unit. A selec-
tion of AI applications which have the 
potential to enhance maritime security 
operations are explained in the follow-
ing section.

Observable Ocean:
Smallsats

SpaceX’s Starlink has brought new at-
tention to the idea of an encompassing 
global net of small satellites providing 
users with comprehensive internet 
coverage. Small satellite (smallsats) 
constellations are nothing new, with 
projects such as Iridium launching al-
ready in the 1990s. But with market an-
alysts estimating 1,800 to 2,400 small-
sats in the 1 to 100 kg range launching 
until 20253 and increased processing 
capability for AI functions, small satel-
lite constellations can become a criti-
cal asset for maritime surveillance and 
reconnaissance. Smallsats could then 
potentially fulfill many roles:
The sensing capabilities of smallsats 

are constantly increasing through bet-
ter optics, radar applications and other 
functionalities4 but managing a big 
group of small satellites and merging 
and analyzing their accumulated data 
for security operations can be a diffi-
cult task. AI-supported edge comput-
ing approaches to smallsat operation 
can support human decision makers in 
this task. The role that AI can play in 
the use of smallsats for maritime secu-
rity operations can herein vary.
Manning et al. (2018)5 describe three 
applications of AI to small satellites: 
Autonomy, communication and analy-
sis. Autonomy and communication 
both serve to facilitate optimum oper-
ability and functionality, even when di-
rect contact with the satellite is threat-
ened or reduced. New AI-supported 
on-board analysis functions on the 
other hand allow for an effective use 
of resources and directly support de-
cision making on the ground. While 
high-performance AI these days usu-
ally runs on GPUs using up intensive 
resources, Manning et al. provide 
evidence that even smaller, on-board 
hardware can feasibly run AI analysis 
tasks, pointing towards an increasing 
potential throughout this decade.

With this, AI-supported smallsats could 
be able to provide crews in maritime 
environments with pre-analyzed or-
bital sensor data. With the connection 
of many satellites, an almost constant 
picture of the situational environment 
can be drawn, which military decision 
makers can then immediately use to 
translate into operational actions.

Observable Ocean:
Autonomous Vehicles

The history of autonomous maritime 
vehicles such as Autonomous Surface 
Vessels (ASVs) and Uninhabited Un-
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8 Galdorisi, George (2019): The Navy Needs AI, It’s Just Not Certain Why Available from: https://www.usni.org/magazines/proceed-
ings/2019/may/navy-needs-ai-its-just-not-certain-why
9 Wilson, JR (2019): Unmanned submarines seen as key to dominating the world’s oceans. Available from: https://www.militaryaero-
space.com/unmanned/article/14068665/unmanned-underwater-vehicles-uuv-artificial-intelligence
10 DARPA (2020): Broad Agency Announcement - Ocean of Things Phase 2 Data Analytics. Available from: https://www.darpa.mil/
attachments/HR001120S0042.pdf
11 Liquid Robotics (2016): The Digital Ocean. Available from: https://cdn2.hubspot.net/hubfs/287872/LR_DigitalOcean_eBook.pdf
12 Layton, Peter (2021): Winning the AI-enabled War-At-Sea. Available from: https://cimsec.org/winning-the-ai-enabled-war-at-sea/

derwater Vehicles (UUVs) is already 
long: The use of UUVs by navies 
dates back to the 1950s, with over a 
quarter of the world’s nations currently 
employing such vehicles.6 But while 
the general idea and its deployment 
is nothing new, the capabilities of this 
technology are growing considerably 
through advances in Machine Learn-
ing and Artificial Intelligence. Inte-
grating some kind of autonomy into 
UUVs via AI is in the first place almost 
a necessity due to the difficulties of 
underwater communication7. But be-
yond this, AI is starting to open up new 
doors for operational capabilities. Like 
many AI trends in the maritime sector, 
the idea here started with reducing 
cost and staff while maintaining full 
capabilities. The increasing amount of 
data that gets collected and analyzed, 
equipping ASVs and UUVs with more 
autonomy and more processing ca-
pabilities and new sensor technology 
promises additional advantages. 

Much like their more prominent space-
borne counterparts like the MQ-4C 
Triton, ASVs and UUVs can provide 
flagships with a diversified and broad 
but detailed picture of the operational 
environment while already carrying 
out on-board analysis tasks which re-
duce the need for monotonous human 
overwatch and support quick decision 
making8.  Beyond this, equipping them 
with hard and soft-kill capabilities and 
combining them with increasing au-
tonomy can turn such vehicles into ef-
fective operational assets, supporting 
the mission in scenarios that require 
a minimal invasive approach or acting 

as swarms. To facilitate interoperabil-
ity between the associated devices, 
would however require the develop-
ment of common communication pro-
tocols.9 As with smallsat AI-integration, 
their use seems likely to increase in 
the coming years as the technology to 
facilitate resource-intensive AI tasks 
evolves to smaller hardware. 

Observable Ocean: Ocean of Things

Ocean of Things, a research proj-
ect started in 2017 by the Defense 
Advanced Research Project Agency 
(DARPA) describes a new type of AI-
supported, distributed passive sensor 
network that can enable enhanced 
situational awareness on the oceans. 
Ocean of Things specifically envi-
sions a constellation of thousands of 
sensor-equipped floats with on-board 
processing capability in which every 
individual unit collects oceanographi-
cal and meteorological data, while also 
allowing the detection and tracking of 
identified vessels and aircraft in the 
surveillance area. In an edge comput-
ing approach similar to that of small-
sats, the collected data is then being 
accumulated and processed by the 
float itself before being reported and 
turned into actionable intel. The floats 
are made up of environmentally save 
materials and supposed to endure on 
the ocean for up to one year before 
scuttling themselves and descending 
to the ocean floor. The project itself is 
also marked by its estimated low cost 
per unit cost with 50,000 floats aimed 
at covering up to one million square 
kilometers of ocean.10  

One important goal of the deployment 
of such a network could be the real-
ization of a ‘digital ocean’11 concept. 
In this concept, the accumulated data 
of thousands of distributed sensors, 
such as the Ocean of Things floats, 
but also ASVs, UUVs and smallsats 
is being put together by AI into a digi-
tal visualization of a certain, limited 
oceanic area. In this area, invisibility 
for hostile vessels and units and their 
movements would be theoretically im-
possible. Layton (2021)12 describes 
the realization of such a concept ‘revo-
lutionary’ for naval warfare. But below 
that, if deployed, it seems particularly 
suitable to serve as an exceptional tool 
to prevent smuggling and piracy activi-
ties in delimited theaters such as the 
Gulf of Somalia. 

Intelligent Decision Support
Systems

Commanders as well as seamen find 
themselves having to make difficult 
decisions every day in the operational 
environment. With more and more 
autonomy being introduced into the 
operational space, massive influx of 
data and an increase in the pace of op-
erations, optimal decision making be-
comes increasingly challenging. Sci-
ences has been employed for decades 
now to assists military decision mak-
ers in decisions by creating decision 
support systems (DSS), which aim to 
provide their user with predefined rec-
ommendations based on the existence 
of certain situational variables. In the 
course of the global experimentation 
with military AI applications, Machine 
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Learning and Artificial Intelligence 
seem an obvious choice for enhanc-
ing these support systems: Intelligent 
Decision Support Systems (IDSS) are 
envisioned to employ the fast data-
analyzing capabilities of ML and AI to 
compensate for human shortcomings 
in decision making. A large compen-
dium of literature on the pros and cons 
of the use of such IDSS already exists, 
pointing towards the possibilities and 
efficiency gains, as well as the legal 
and ethical issues associated with 
these systems. It is however worth 
mentioning how IDSS are conceptu-
alized and how they can possibly be 
connected to the maritime AI applica-
tions mentioned above. 

Van den Bosch & Bronkhorst (2018)13  
provide a useful description of IDSS: 
Consisting of a given domain model 
(e.g., naval operations), and an infer-
ence function, an IDSS employs Artifi-
cial Intelligence to scour through input 
data, analyze patterns and calculate 
feasible actions based on programmed 
values. This is an addition to normal 
DSS which contains a pre-defined set 
of solutions and recommendations for 
a certain situation.
The more data an IDSS is being fed 
(for example through various sensing 
applications discussed under 2a), the 
more accurately it can model the do-
main which constitutes the basis on 
which courses of action are proposed. 
However, van den Bosch and Bronk-
horst (ibid.) also identify a number of 
shortcomings of IDSS, listing amongst 
others the vulnerability to adversarial 
attacks.

AI risks

Artificial Intelligence is often ascribed 
the potential to fundamentally trans-

form societies in the coming years and 
decades through its many possible ap-
plications that could assist or replace 
humans in different tasks. Yet, despite 
its potential positive impacts, critique 
of Artificial Intelligence and Machine 
Learning has accompanied the debate 
around the technology since its incep-
tion: AI’s complex nature and ethical 
issues surrounding its use have led 
many experts to warn about its appli-
cation in high-stakes environments. It 
also poses some inherent risks to its 
functioning and the associated opera-
tions around it. 

In their policy brief for Georgetown 
University’s Center for Security and 
Emerging Technology, Arnold and Ton-
er (2021)14  point towards the very real 
problem of unintentional AI accidents 
as a result of AI safety issues: Robust-
ness, Specification and Assurance is-
sues surrounding AI raise awareness 
of how inputs are being transformed 
into outputs by the system and what 
can go wrong inside AI mechanisms 
such as neural networks during this 
process due to its complexity. In their 
brief, the authors illustrate a number of 
possible cases of AI accidents based 
on actual events. 

They explain how AI functionality can 
be impeded by abnormal or unexpect-
ed inputs, a not specified enough AI or 
the absence of control and interven-
tion mechanisms of the system for hu-
man supervisors. The three problems 
of robustness, specification and as-
surance signify possible openings for 
unintentional AI failures.

AI Cyber Security Aspects

On top of that, these openings also 
play an important role for malicious 

actors seeking to undermine the AI’s 
functionality by intent. Because just 
like any other computer system, Artifi-
cial Intelligence can be hacked. In fact, 
the complexity and opaqueness might 
make it even easier to manipulate, 
making AI a potential cyber security 
risk, also in maritime applications.

When it comes to hacking Artificial 
Intelligence, Lohn (2020)15 differenti-
ates between Integrity, Confidentiality 
and Availability attacks, focusing on 
the first two representing which to him 
constitute the most dangerous attacks. 
These are aimed at forcing AI-enabled 
systems to error or at extracting valu-
able information about the systems AI 
itself (which can then in turn be used 
to facilitate Integrity attacks). Lohn 
goes on to separate Integrity attacks 
into data poisoning and evasion at-
tacks, with the former looking to insert 
specific training data on which the ma-
chine learning models are trained to 
control the learning content and sub-
sequent output of the learning models, 
while the latter exploits the AI model’s 
‘programming’ to force unintended as-
sessments by controlling the inputs of 
the deployed system. 

Confidentiality attacks on the other 
hand are categorized by Lohn as Mod-
el Extraction, Membership Inference 
and Model Inversion. These types of 
attacks are mainly aimed at gaining 
knowledge about how the AI system’s 
machine learning model works and the 
data it is trained with, in order to also 
generate further attacks against the AI 
with that knowledge. 
Countermeasures to these attacks 
already exist, for example in the form 
of adversarial and explainable AI.16 
However, currently there still remains 
a trade-off between AI performance 
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and resilience, meaning that AI perfor-
mance is decreased while resilience 
measures are enabled.17 Much like 
high-performing but vulnerable AI, in 
a high-stakes environment such as in 
maritime security, lowered AI perfor-
mance can cost lives when operators 
heavily rely on their systems. This as-
sumption feeds directly into the issue 
of AI trust.

AI Trust

The aforementioned vulnerabilities 
clearly show that AI systems are far 
from being the silver bullet when it 
comes to handling all kinds of prob-
lems in cyberspace, instead, they add 
some problems on their own part. This 
plays into one of the most critical as-
pects of AI deployment: Trust. Despite 
their vulnerabilities, well trained, test-
ed and validated AI systems do and 
will offer humans exceptional perfor-
mance and efficiency gains, that would 
otherwise be impossible for humans 
to achieve. A sailor who learns that 
an AI-supported navigation or recon-
naissance system can assist him ex-
tremely well during day-to-day opera-
tions, will inevitably begin to establish 
a certain amount of confidence in the 
AI’s performance. If not well designed, 
this might even happen although the 
sailor is unable to understand how the 
AI system works, how it processes 
inputs and how it generates actions. 
This trust – be it because of the good 
performance, lack of understanding or 
both – poses a serious risk to cyber 
security of deployed systems and op-
erations as a whole. This is due to the 
difficulty of realizing abnormal outputs 
by the system in time when it is expe-
riencing an unintended incident or has 
been hacked intentionally. History is 
already full of accounts of accidents in 
which a blind trust in AI systems led 
to dramatic consequences: people 
crashing in their self-driving cars being 

a sad yet prominent example.18 

Considerations on cyber security 
for maritime AI applications

The selected maritime AI applications 
listed above stand to potentially bring 
extraordinary change to the field of 
maritime security in the coming years 
by increasing maritime situational 
awareness and striving for an ‘ob-
servable ocean’ on which vessels can 
no longer entrust the vastness of the 
oceans to obfuscate their movements. 
AI seems set to play a major role in 
the reshaping of maritime security op-
erations by processing and analyzing 
gigantic swathes of data, impossible to 
be processed adequately by humans. 
But embedding AI into naval systems 
brings with it its known shortcomings 
of being vulnerable to fooling and 
manipulation. AI can then become a 
target itself, compromising operations 
which rely on it. This raises the follow-
ing question: How will the operation-
alization of AI-supported systems and 
the rise of AI dependency in maritime 
security operations affect maritime cy-
bersecurity and maritime security in 
general?

Technical considerations

The aforementioned vulnerabilities of 
Machine Learning and Artificial Intel-
ligence also apply to an emerging use 
of AI in the maritime domain. These 
technologies promise to revolutionize 
the way the operational environment 
of the world’s seas as an opaque ter-
rain marked by its hard to surveil vast-
ness towards a more observable en-
vironment in which actors will have to 
adapt their tactics and strategy. Their 
importance for enabling this observ-
ability would also change the role of 
cyber security for operators, as the 
loss of “sight” on sea will come with a 
marked disadvantage, especially in a 

time when navies are trying to accom-
plish missions with less human staff 
than ever before. Adversaries have 
therefore much to gain when they try to 
inhibit AI-enabled maritime situational 
awareness through cyberattacks.

Losing situational awareness could 
happen for example through cyber 
attacks against sensors like DARPA’s 
Ocean of Things floats. These devices 
will need to communicate their obser-
vations and analyses somehow to data 
centers or flagships and possibly even 
directly into a vessels IDSS. Gaining 
access to the device by hacking this 
connection could allow adversaries to 
manipulate the outputs of the sensor, 
for example through evasion attacks 
against the data center or the IDSS.

Another way to compromise situation-
al awareness and disrupt trust would 
be through poisoning of the training 
data sets of the sensor, either before 
or during deployment. Intelligence 
communicated to the human opera-
tor could then be distorted (e.g., ma-
nipulated friend-foe distinction), which 
in the event of kinetic engagements 
could have dramatic consequences.
 
Also, fielding AI in great numbers 
through UUVs, floats and other devic-
es increases the risk of extraction of AI 
assets through Confidentiality attacks. 
If the adversary, through attacks like 
the model extraction or model inver-
sion, can learn to understand the de-
ployed AI, he would be able to use that 
knowledge to further manipulate the AI 
for his purposes.

Classic cyber security will increase in 
importance as well. After all, when the 
Cyber Physical Systems (CPS) are 
hacked in which ML and AI are em-
bedded, this causes the unavailability 
of the AI on which an operation might 
depend.19 For this, the CPS wouldn’t 
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even have to be destroyed: Having 
a “rogue” UUV in the field which still 
sends data to the rest of the forces but 
is all the while controlled by the adver-
sary could distort the operational big-
ger picture of commanders.

All these aspects of cyber security 
feed into the issue of AI trust. Plenty 
of authors20 have pointed out the need 
for explainable, trustworthy AI that can 
integrate with the human operator to 
truly enhance operational capabilities 
and not degrade them. Especially in 
an operational environment as chal-
lenging as the maritime one, humans 
have to make important decisions 
constantly; decisions that need to be 
based on the most accurate informa-
tion available. If the information on 
what the commander faces ahead of 
and around him is flawed, making the 
right decision becomes problematic. 
The same applies to any decision sup-
port system that either employs some 
form of AI-enabled inference model 
or is being fed by the information col-
lected and analyzed by AI-supported 
sensing devices.

Finally, AI accidents will also need to 
be factored in, especially as more and 
more decisions and day to day opera-
tion rely on these applications. Human 
operators have no time to ‘think for’ a 
digital system, i.e., which in- or outputs 
they cannot fully trust. Understanding 
the ways in which an AI system can 
accidentally fail can help the operator 
to prevent or quickly account for these 
situations and adapt to achieve opti-
mal mission outcome. 

Ethical considerations

As shown above, the future maritime 
security environment will be marked 
by massive amounts of data, intercon-
nection and short, critical decision win-
dows. AI in connection with edge com-

puting offers to leverage the data and 
provide close to real-time situational 
awareness for naval commanders. But 
a commander’s decision will also rely 
on the performance of machines more 
than ever, with AI distributed along the 
intelligence chain. Making high-stakes 
decisions based on AI assessments 
raises ethical questions: To which de-
gree is the commander’s decision still 
his own if input data is increasingly 
pre-analyzed by AI?

As pointed out above by Lohn, the loss 
of availability of AI systems might be 
problematic, but far less crucial than 
the loss of their integrity, or the loss 
of confidentiality to achieve the latter. 
If an AI system on ‘the edge’ is com-
promised and the data it relays back 
to the back-end is compromised, a 
false picture of reality with which the 
commander is confronted can appear. 
Decisions made based on such a false 
image of reality can have drastic con-
sequence if decision makers fail to de-
tect that compromise. What makes this 
even more challenging is the speed at 
which decisions will have to be made 
in the near-future maritime environ-
ment. The pace of the battlefield will 
shorten the time commanders have 
to verify intelligence inputs, increas-
ing the risks of situational awareness 
data analyzed by AI. Combined with 
the possibility that decisions based 
on these technologies could entail the 
use of lethal force, the stakes become 
even higher.

This illustrates that navies need to de-
velop special sensitivity to these ethi-
cal considerations which can arise out 
of a pervading use of AI in the mari-
time environment in the coming years. 
Keeping a human ‘in the loop’ might 
be an imperative today, but the de-
gree to which he or she might actually 
be involved when it comes to making 
high-stakes decisions in a fast-paced 

maritime environment could vary and 
decline without always being noticed. 
Addressing these issues should there-
fore accompany considerations of 
integrating AI technologies in navies 
across the world. 

Recommendations

Combining the dawn of new AI-sup-
ported applications in the coming years 
for the maritime security sector with 
our current knowledge about Machine 
Learning and Artificial Intelligence 
weak points, raises important issues 
for the (cyber) security of the domain. 
These issues have been shown to be 
of technical as well as ethical charac-
ter, both of which should be addressed 
by maritime actors aiming to deploy 
these systems in the near future. To 
address these issues, we recommend 
the following:

Navies should consider the possibil-
ity of AI failure or manipulation in the 
operational context: Being aware of 
the vulnerabilities of AI-supported 
situational awareness concepts con-
stitutes the first step towards creating 
security conceptualizations for these 
systems. The oncoming changes in 
the operational environment require 
navies to carefully consider how their 
AI systems will need to be secured to 
achieve their best possible impact.

This is in direct relation to the issue of 
adversarial acquisition of AI systems, 
ML models and algorithms. Any op-
erational concept around AI systems 
needs to consider the effects of an AI 
system or part thereof falling into un-
authorized hands, which could have 
far-reaching consequences for deci-
sions are made. 

This would also mean a dedicated 
handling for the surveillance of AI as-
sets: processes for the monitoring of 
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AI systems concerning their availabili-
ty and integrity should be implemented 
on a technical level to recognize tam-
pering early and subsequently adapt 
operations accordingly.

Directly tied to these points is the need 
for consideration of the architecture 
of AI and edge computing systems. 
These systems should be designed 
and implemented with the security is-
sues outlined above in mind. Included 
in this are provisions for the possible 
failure or manipulation of components 
and how the overarching system can 
continue to function without them. 

As pointed out in the previous section, 
an ethical design of Intelligent Deci-
sion Support Systems in particular is 
an important aspect which should not 
be ignored. Navies must make good 
use and further develop approaches 
such as Explainable AI and human-
in-the-loop, while carefully weighing 
how much trust commanders should 
be able to put into AI systems. A deli-
cate balance needs to be struck here 
between operational efficiency and 
the awareness of the flaws of current 
AI systems. From the other perspec-
tive, AI and IDSS can support in less 
flawed decisions, avoiding human 
bias and self-interest of individuals 
and illogic motivators such as bravery, 

cowardice, prudence, or fight or flight 
instincts. Either way, the goals of the 
decision making process need to be 
very carefully set in order to be able to 
clearly define what the ‘best’ decision 
would be.
 
Conclusion

With the coming dawn of operational 
artificial intelligence, the security do-
main is facing a radical technological 
change in the coming years. The mari-
time domain won’t be excepted from 
this phenomenon. Ongoing intercon-
nection of human actors and technol-
ogy, as well as the acceleration of the 
pace of the battlefield stand to bring 
new challenges to maritime security 
actors. Artificial intelligence and IDSS 
can play a significant role in enabling 
these commanders to make calculated 
decisions in short time frames, drawing 
from and analyzing massive amounts 
of data. At the same time, the reliance 
on AI for these tasks brings with it 
particular security risks, in addition to 
already existing ‘conventional’ security 
risks of digital technology. AI is not a 
flawless technology in its current and 
foreseeable form and adds complex-
ity to the already complex operational 
environment. This paper presented a 
selection of AI applications which are 
likely to play an important role in the 

maritime security environment in the 
coming decade, while also pointing to 
the security risks associated with AI 
systems. It also presented some ma-
jor technical and ethical challenges in 
this respect, concluding in a series of 
recommendations for increasing the 
security of AI-supported approaches 
to maritime security.
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Introduction

The last several years have placed 
a spotlight on the exploitability of 
software in the supply chain. Critical 
infrastructure and the defense 
sector present a heightened need to 
manage risk.  Recently, amongst other 
incidents, 2020 brought us the Solar 
Winds Supply Chain Campaign and 
2021 the Colonial Pipeline outage as 
well as the Hafnium MS Exchange 
campaign. 

On May 12, 2021, USA Presidential 
“Executive Order on Improving the 
Nation’s CyberSecurity” (14028) was 
published.  Section 4 (“Enhancing 
Software Supply Chain Security”) 
specifically provides a focus for a more 
secure software supply chain future.  
More importantly, it reframes the 
importance of securing the software 
supply chain.

As a result of Executive Order 14028, 
NIST (National Institute of Standards 

and Technology) released “Guidelines 
on Minimum Standards for Developer 
Verification of Software” on July 
11, 2021.   The document defines 
verification of software and practices 
that should be utilized, where 
applicable, to secure the software 
supply chain.  The list includes:

• Software Composition 
Analysis - SCA

• Static Application Security 
 Testing - SAST

• Interactive Application 
 Security Testing - IAST

• Dynamic Application Security 
 Testing - DAST

• Fuzzing. 

On July 12, also a result of the EO, the 
NTIA (National Telecommunications 
and Information Administration) 
published “The Minimum Elements 
For a Software Bill of Materials 
(SBOM)”.  This was a highly tactical 
NTIA release that broadly brushes 
on many concerns.  Most importantly, 
however, the document recommends 

a starting point and approach.

In addition, during the month of July 
2021, The US Department of Defense 
staff officially signed off on the 
DevSecOps 2.0 series of guidebooks.   
Central to DoD DevSecOps (DSO) is 
the concept of DSO Software Factory 
and its “control gates” with software 
verification tools and practices being 
applied in the software development 
life cycle.

SCA, SAST, IAST and DAST, all 
identified and defined in the NIST 
“Guidelines on Minimum Standards for 
Developer Verification of Software”, 
are given a more operational context 
in the DoD DevSecOps documentation 
set places SCA, SAST, IAST and 
DAST into the DSO Software Factory 
context while the NIST “Guidelines 
on Minimum Standards for Developer 
Verification of Software” gives broader 
definition of each as a discipline and 
includes fuzzing.  For our discussion on 
best practices in the Software Factory, 

Securing the Software Supply Chain for 
Naval Warfare Systems



34

we will thus add fuzzing along with 
SCA, SAST, IAST and DAST as it is 
present in the documentation resulting 
from EO 14028.  This is not random 
as the author is aware of fuzzing being 
utilized in the defense sector.  It is well 
placed in the Software Factory efforts. 

It should be noted that SCA, SAST, 
IAST, DAST and fuzzing software 
verification tools and practices can 
be, and in fact are, applied to software 
components destined to maritime 
port systems, considered critical 
infrastructure, just as well as well as 
naval warfare systems.  The same 
rigor and general best practices 
apply.  The rest of document can be 
considered to address both implicitly.

CWE’s, CVE’s and CAPECs

Before continuing further into the 
presentation of the Software Factory 
let us back up a bit and define several 
important concepts to frame the 
conversation and, in fact, the larger 
cyber security picture.

A Common Vulnerability and Exposure 
(CVE) is a vulnerability reported 
to the USA’s National Vulnerability 
database against deployed software 
components.  All vulnerabilities, CVE’s 
and unreported vulnerabilities can be 
mapped to one or more weakness 
(CWEs).  This relationship is depicted 
in the Venn Diagram in Figure 2.  Thus, 
it could be stated CVE’s represent 
CWE’s present in deployed software 
that have been advantaged via a 
CAPEC(s).  A CVE entry in the NVDB 
(National Vulnerability Database 
managed by NIST) could be the result 
of activities by any number of parties 
including: a state aggressor, organized 
crime, white hat hackers, or even 
corporations (the latter may have even 
taken on responsibility as a numbering 
authority).

We gain situational awareness 
with CVE entries and their severity, 
including mapping to a CWE(s).  
However, we must never lose sight of 
the fact that this is now a publicly noted 
exploit that demands risk assessment 

and appropriate velocity in remediation 
via update of the software component, 
most often open source.

In proprietary code the goal should 
be to apply a practice of “CWE 
Avoidance” where developers 
minimize introduction of CWE’s to a 
project’s release package and thus 
exposure to exploits.

The Software Factory

The implementation of a Software 
Factory and its related practices 
enables agility in using open source 
software securely by understanding 
CVE risk posture.  A proper practice 
also empowers project teams’ 
developers to execute on preemptive 
avoidance of CWE’s introduced into 
their proprietary code.  This proprietary 
code is inevitably part of a software 
component destined to be deployed 
as part of a system.  In the context 
of this discussion, and according to 
the author’s industry experience, the 
software component could be destined 
for a Naval Warfare System.

The rest if this written discourse will 
be framed in the context of the DoD 
Software Factory as defined in the 
version 2.0 suite of guides:

It should be noted that both the DoD 
DevSecOps documentation set and 
the NIST “Guidelines on Minimum 
Standards for Developer Verification 
of Software”, both consider each type 
of the software verification methods 
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Figure 1. Notional Expansion of a Single DevSecOps Software Factory Pipelin 
(DoD Enterprise DevSecOps2.0- Strategy Guide)

Figure 2. CWE/CVE/CAPEC
Venn Diagram 

(Synopsys SIG Tool Reporting Using
Standards-Based Security) Figure 3 – Normative Software Factory Construct (DoD DevSecOps 2.0: Strategy Guide)
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and related practices different enough 
to apply them in the same software 
lifecycle where warranted.  Although 
there may be some overlap, for 
instance, in a sampling of CWE’s that 
are identified both by SAST applied at 
a control gate vs IAST at a control gate 
in the test phase, the different methods 
and their rigor should be applied 
where applicable.  Further in static 
scanning (SAST), the DoD specifically 
supports the findings of industry in that 
it is a best practice to apply in both the 
Develop as well as the Build Phase as 
indicated in the table below.

Note the exclusion of fuzzing in the 
table above.  Fuzzing is well noted 
in the NIST “Guidelines on Minimum 
Standards for Developer Verification 
of Software.  As stated previously, it 
is recommended by the author that 
fuzzing be considered in the Test 
phase, where DAST and IAST tools 
and their practices are applied, where 
warranted.

While we will be navigating left to 
right in the Software Factory diagram 
(review Figure 1 and 2), to more easily 
match life cycle phase and appropriate 
application of software verification 
tools and their practice that are 
recommended, and the author in many 
cases has advised in practice.

Software Composition Analysis

In regards, to Software Compositions 
Analysis, NIST notes that “these 
tools can aid in determining what 
software is really imported, identifying 
reused software (including open 

source software), and noting software 
that is out of date or has known 
vulnerabilities”1 . For sake of this 
paper, and the context of the Software 
Factory, we will assume SCA is 
applied for the evaluation of open 
source brought into the factory and 
placed into the Local Artifact Repo 
(see Figures 1 and 3).  

In applying Software Composition 
Analysis, it is best to rule by exception.  
Thus, we use policy risk violations as 
our guide.  For instance, Synopsys 
SCA platform has 3 types of risk: 

license risk (legal), operational (age) 
and security (CVE accumulation).  
These are, in turn, taken into account 
by stake holder policy applied to the 
BOM of the open source software 
utilized in a project.  In an automated 
fashion, stake holders can be alerted 
via policy thresholds being exceeded 
by crossing a CVE security risk 
threshold. For the sake of this paper 
we are most concerned with security 
risk.  

In this same vein the author 
recommends choosing a solution 
that dynamically updates CVE 
accumulation of open source software 
components that are recorded in the 
mission projects SBOM at assignment 
to the project.  This will enable 
notification of changes to cyber security 
posture for open source maintained in 
the local artifact repo (see Figure 1 
and3), over time and empower stake 
holder decisions related to updating 
open source software components for 
mitigation in project(s) that use it.

In practice, at each phase of the SDLC, 
SCA may be applied at the respective 
control gate to: simply baseline the 
SBOM, evaluate and ensure the 
software components that make up 
the SBOM have not deviated from 
initial allocation, and as well ascertain 
if CVE accumulation on a software 
component has caused security risk 
to cross a defined policy threshold; 
invoking product/mission stakeholder 
assessment and decisions. Note 
that the DoD (see table in Figure 
4) specifically reserves the security 
control gate at the Build phase for 
SBOM activity; addressed later in this 
document.  However, if you have an 
SCA product that dynamically updates 
CVE allocation to the open source 
components, such as Synopsys’ Black 
Duck, this is handled automatically 
throughout the SDLC and thus all 
phases in the software factory the 
SBOM reflects CVE-related security 
risk.

SAST and Shifting Left

In regards to SAST, DoD notes on 
SAST “analyzes application static 
codes, such as source code, byte code, 
binary code, while they are in a non-
running state to detect the conditions 
that indicate code weaknesses”)
I1 (p20 Tools and activities”)  This is 

Figure 4- Security Activities Summary Cross-Reference
(DoD DevSecOps Tools & Activities Guidebook)

Figure 5- Shifting Left w/ SAST into the 
Developer IDE
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an important distinction later when 
considering DAST, IAST and fuzzing 
and why they are applied later in the 
SDLC.

In applying SAST as a practice we 
are scanning proprietary program 
code that is created by the Software 
Factory developer team.  We want 
the developer to stay in the role 
with which they are familiar within 
their development IDE environment 
evaluating and mitigating CWE’s 
found both by their own local scans 
during the Development phase and 
the automated build system scans 
during the Build phase (see Figure 4).  
This is a key enabler in “shifting left”.  
As well, to interact with results from 
the SAST scans performed against 
the broader code base as a control 
gate in the build phase and to fix them 
in their IDE. A representation of such 
a process flow is represented in the 
diagram below.

In any case, by definition, SAST 
scans are applied against static code. 
Various programming languages may 
be supported by a given SAST tool. 

As far as onboarding legacy code, it 
is almost inevitable the first scans will 
introduce a number of CWE’s; possibly 
thousands.  We tend to refer to this 
as “technical debt”.  At Synopsys we 
recommend tagging these as “Legacy” 
and working of this debt at a rate 
over time that is reasonable for the 
organization.  At the same time, the 
goal is to introduce as few CWE’s as 
possible.  

The goal in applying SAST in 
conjunction with other aspects of the 
DSO Software Factory, is to minimize 
impacts on developer velocity in 
adding value to the secure code to 
the code base that support mission 
requirements.

IAST  (Test Phase)

The DoD defines IAST as to “Analyze 
code for security vulnerabilities 

while applications is run by an auto-
test, human tester, or any activity 
‘interacting” with the application 
functionality.”  

As a software component(s), passes 
through the life cycle to the next 
control gate, we will want to possibly 
deploy into infrastructure and place 
it under test.   In the case of a web 
user interface, whether SOC or NOC 
or even a console, IAST (Interactive 
Application Software Testing) is a 
unique type of testing where will have 
the opportunity instrument the software 
package and deploy in an environment 
under test.   As a test professional 
navigates through the user interface 
under test, tests are applied against the 
instrumented system.   The diagram 
below represents the interaction 
with an example CI/CD system and 
deployment of the instrumented 
package.

An IAST verification tool should be 
able to provide CWE’s mapped to the 
source code as well as CVE’s that have 
been reported against open source 
used in the package.  In the latter 
case, it is an opportunity to ensure 
situational awareness of any critical 
CVE’s that may have accumulated 
later in the lifecycle and presented with 
the test results.  It is understandable 
that the IAST will have some overlap 
with CWE’s discovered in applying 
SAST. However, the methodology is in 
fact different and will find CWE’s not 

found in applying SAST as in at least it 
is recognized that there are instances 
of CWE’s that will only manifest in 
code that is executing.

Synopsys IAST tool, known as 
Seeker, can identify CWE’s, CVE’s 
and CAPEC’s in the software 
component under test. The previous 
circumstance noted of overlapping 
CWE identification has been noted in 
practice.  Thus, the author can state 
that the DoD, and as well now NIST 
paradigms (as a result of EO 14028), 
application of SAST and IAST in the 
same SDLC has been verified.

DAST

Alternatively, we may be building a 
webservice that is part of a larger 
deployment.  In this case, DAST 
(Dynamic Application Security 
Testing) would fit the case for testing 
a webservice (REST or otherwise) 
that may or may not be part of a larger 
service mesh architecture.   It should 
be noted that a complete DAST 
software verification tool will not be 
limited to REST.  Regardless, DAST 
would be used to exercise all methods 
of the webservice and report results.  
Typically, DAST products are delivered 
with automated test suites that may be 
expanded and new suites created.  
Regardless, the security goals are to 
stress the software under test in all of 
its iterations for exposure of CWE’s.
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Figure 6 - IAST CI/CD Workflow (Seeker Guides, Synopsys 2020)
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Fuzzing

In regard to fuzzing, it is noted that 
software verification tool and practice:
“induces program failures by 
deliberately introducing malformed 
or random data into software 
programs.  Fuzz testing strategies 
are derived from the intended use of 
the applications and the functional 
and design specifications for the 
applications” – NIST 800-53 rev 5
A typical fuzzing tool will come with 
automated test suites for testing 
massive number of variable inputs 
and even randomized values.  It is 
particularly useful in testing embedded 
code implementing communications 
protocols.

Synopsys’ fuzzer, Defensics, was 
used to discover the Heartbleed 
vulnerability (CVE-2-14-0160) in 2014 
using this method. 

For an example, we could be deploying 
a sensor under test that requires 
embedded code possibly supporting 
proprietary messaging protocols.  
The fuzzing software verification tool 
would ensure integrity of the sensor in 
handling variable and even malformed 
protocol fields and payloads.

Integration 

We may choose to implement an 
integration sub-phase in the Test 
phase. As we integrate software 
components into a system, we apply 
a more complex test structure at the 
security control gate in the next phase. 
For instance, our CI/CD pipelines may 
be used to deploy a complex system 
service mesh of many webservices 
and a web visual front end.  In this case, 
one could use DAST to supplement 
manual Pen Testing and as well revisit 
fuzzing.  The strategies depend on the 
software components being delivered 
and the definition of the system.

Pre-Production

Here our CI/CD pipelines will build a 

an appropriate SBOM for national 
security is an evolving practice.
More specifically, it recommends that 
the SBOM not carry “vulnerability 
data” as this varies over time and 
can be found in external sources.  
However, the document notes the 
needs for more meta data in an SBOM 
and acknowledges also that this is a 
work in progress.

In the author’s defense sector 
experience, there are customers 
of proprietary software, as well 
as auditors, who have historically 
requested CWE data related to “phase” 
(in DSO Software Factory terminology) 
of its discovery.  This enables the 
customer or auditor understand the 
supply chain risk of the software being 
delivered. Thus, the author is willing 
to state CWE related data is likely to 
be included in consideration of future 
SBOM work.

The table in Figure 7 below depicts 
the current recommendation for a 
minimum SBOM by the NTIA.

The SBOM compilation is considered 
a “Build” phase activity in the 
Department of Defense DevSecOps 
documentation suite (see Figure).  
However, and regardless of fields 
to be included, it is coupled with the 
SCA software tools and practices and 
can be implemented in all phases of 

deployable package depending; varied 
by the scenario. In Pre-Production, the 
team may choose to apply DAST or 
fuzzing as part of acceptance testing.  
This is also an opportunity to apply 
a final check via SCA to ensure no 
active policies have exceeded risk 
thresholds at this final step to release 
for the project version. .  It is also wise 
to apply SCA in this pre-production 
phase to ensure the package’s 
software components preserve the 
continuity that has been maintained 
throughout the lifecycle phases up to 
this point.

In practice, the final release package 
may be composed of Open Container 
Initiative (OCI) compliant images and 
artifacts destined for a Kubernetes 
deployment.  In other cases, the 
release package may be constituted 
of binary component(s) and 
accompanying artifacts.

SBOM

The Software Bill of Materials is 
mentioned by name in EO 14028 
and considered key to supply chain 
risk management.  With working 
groups addressing the issue, the 
NTIA very quickly released “The 
Minimum Elements for a Software 
Bill of Materials (SBOM)” reference 
document.  This document clearly 
points to the fact that the providing 

Figure 7- “The Minimum Elements for a Software Bill of Materials (SBOM)”
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the DSO Software Factory for a given 
pipeline. This can reduce supply chain 
risk in ensuring the actual open source 
software components of a given 
project in a given SDLC don’t deviate 
from an original allocation approved by 
stake holders.

Release Artifact Repo

Finally, our CI/CD automations place 
the entire release package, including 
the SBOM, for the project into a version 
release artifact repo.  From here the 
software is considered production 
deployable and at its final destination 
in the Software Factory.  The release 
will be superseded by the next release 
per the velocity demanded by security 
risk assessment of the release 
software components.

Software Factory Situational 
Awareness

As project version software 
components move through the DSO 
Software Factory with velocity, the 
software verification toolchain may 
need to be recalibrated.  A perfect 
example of this is the need to reduce 
false positives at each control gate.  
Also, as would be expected, Software 
Factory stakeholders tend to want 
to navigate security risk at varying 
grains: such as project, project release 
version and aggregations of projects 
over time.

The author contends that industry 
software products that fall into the 
Gartner ASOC (Application Security 
Orchestration and Correlation) 
category can in many ways support 
situational awareness needs that arise 
as the Software Factory matures. 

Figure 8 is a simple data flow of 
the software verification tool chain, 
present in the software factory, feeding 
project security risk data to an ASOC 
tool to provide situational awareness 
to stake holders.

Deployment

When we discuss the Deployment 
phase, the project version release 
package passes beyond the bounds 
of the DSO Software Factory.  
Nonetheless, landmark event that 
occurred during 2021 that will 
perhaps help us peer into the future of 
deployment to warfare assets be they 
at land, sea or air is perhaps worth 
consideration.

On January 6, 2021, the US Airforce 
deployed an AI to a U2 spy plane the 
defense contractor that participated 
in the effort credited DevSecOps for 
velocity of deployment with a security 
focus.

Data Protection

Much of the focus on the exploitability 
of software in the supply chain has 
been on software being used as the 
source vector for the exfiltration and 
loss of data in critical infrastructure 
and the defense sector. DoD’s 
Cybersecurity Maturity Model 
Certification (CMMC), that is used to 
assess the protection of Controlled 
but Unclassified Information (CUI), is 
specified in DFARS 252.204 to assess 
controls specified in NIST SP 800-171. 
The Department of Homeland Security, 
in many ways having authority over 
critical infrastructure, has stated it will 
adopt a certification system similar to 
the CMMC.  

From a supply chain perspective, 
software can be tested and evaluated 
to determine if it has weaknesses 
that represent source vectors for 
data leakage.  In fact, through the 
Consortium for Information and 
Software Quality (CISQ), the Object 
Management Group is releasing the 
end of 2021 the Automated Source 
Code Data Protection Measure, based 
on 89 CWEs, any of which if present 
in the software, represent source 
vectors for unauthorized access to 
read or modify data. This specification 
covers common weaknesses (CWEs) 
that affect the protection of controlled 
or confidential information and data 
associated with intellectual property 
and privacy. Specifying this measure is 
important as a source of evidence for 
complying with laws and regulations 
such as in Europe the General Data 
Protection Regulation (GDPR) and in 
the United States the Cybersecurity 
Maturity Model Certification (CMMC). 
The key concept behind this is that 
software weaknesses can be identified 
and mitigated before they are used as 
source vectors for data leakage.

Summary:

In his work in industry the author 
has witnessed rapid adoption of 
DevSecOps methodologies across 
the defense sector in a short period of 
time; with a high focus on the frame 
of reference given by the Department 
of Defense.  These projects 
have involved weapons systems, 
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Figure 8 – ASOC Data Extraction, Aggregation and Normalization
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posture.

Many of the paradigms put into order by 
the DoD DevSecOps documentations 
suite were adopted from the private 
sector.   The model, and in particular 
the DSO Software Factory, is being 
executed in practice and refined in the 
defense sector.      

With the aforementioned exchanges 
of security principals in mind, it 

seems inevitable that many of the 
paradigms defined and outlined in the 
DoD DevSecOps 2.0 as well as the 
NIST and NTIA documents resulting 
from EO 14028 will cross-pollinate as 
inferred throughout this document.  
Perhaps we have reached an inflection 
point increasing the national security 
of the United States of America and 
that of our allies and partners to meet 
the challenges forced on us all by 
aggressor nations and syndicates.

intelligence gathering and other assets 
across the domains, including naval 
warfare systems.  

The author does not believe this 
defense industry increased velocity 
of change coinciding with cyber 
events and campaigns of a very public 
nature affecting national security 
of many nations is by chance.  It 
seems inevitable that there has been 
a positive shift in the cyber security 
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Maritime Cyber Risk and
Global Security

The recent blockage of the Suez Canal 
by the container ship Ever Given in late 
March created an estimated loss to 
international trade of at least $10 billion 
per day. This blockage was apparently 
caused by poor seamanship as well 
as a sudden crosswind. But even our 
limited knowledge of cyber attacks 
at sea indicates that terrorists, 
criminals or even a nation state could 
deliberately cause a similar incident 
through a cyber attack on a vessel’s 
control systems. Similarly, the cyber 
attack on Ukrainian networks in June 
2017, which paralysed the global cargo 
management network of giant Maersk, 
not only cost the company at least 
$300 million, but created traffic jams 
of ships all over the world unable to 
dock and unload cargo. That incident 
was not a deliberate attack on Maersk, 
just collateral damage; but a terrorist 
or criminal group could deliberately 
cause similar havoc across the global 
shipping industry. 

new insurance guidelines and most 
recently to guidelines just published 
by the International Association of 
Ports and Harbours. There is also a 
lot of new cyber-defence technology. 
But all these are probably not enough 
to prevent any deliberate large-scale 
cyber attack on the maritime world and 
massive economic damage, because 
there is a very big gap between 
guidelines or regulations and actual 
implementation.
 
The problem is mainly a civilian one. 
However, even though naval vessels 
and command structures tend to be 
better protected against cyber attacks, 
their global supply chains remains 
vulnerable, especially civilian ports. 
If NATO, or a national navy, needs to 
operate in open seas, let alone project 
military power and materiel like during 
the Gulf War, it may find its efforts 
sabotaged by cyber attacks. And, 
of course, NATO in Northwood also 
has a cell with some responsibility 

These and other relatively isolated 
cases indicate that shipping, ports 
and the data and control systems 
that connect them are a single global 
ecosystem vulnerable to cross-
infection. This ecosystem is made up 
of the shipping companies themselves, 
their vessels, the ports and terminals, 
and all of the data systems managing 
and controlling the flow of containers, 
bulk freight, oil and gas not only at 
sea, but across the intermodal system. 
It also includes the hydrographic chart 
system that enables ships to know 
where they can navigate safely; and 
lastly the submarine cables that carry 
data not only for consumers and 
land-based businesses but also for 
the many ports, mainly in Africa, that 
don’t have easy access to land-based 
telecoms infrastructure.

The global maritime industry is 
responding to the growing threat, 
with IMO cybersecurity guidelines, 
cyber classification rules for vessels, 
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for overseeing the security of civilian 
shipping. 

This whole paper is focused on an 
assessment of threat and vulnerability 
to cyber attacks in the extended 
maritime domain. I am deliberately 
avoiding detailed discussion of 
technical issues, both because there 
are other speakers here more expert 
than me, and because I believe that 
stakeholders, all the way up to national 
governments and the UN, need to 
take a more holistic view of the bigger 
picture in order to decide on policy 
priorities. 

The level of threat to the global 
maritime ecosystem is increasing 
significantly. I would like to suggest 
several reasons for this. 

First is the cyber-attack community 
as a whole. I don’t necessarily mean 
the proverbial hackers in their hoodies 
looking for ways to earn some money 
from ransomware attacks or to get a 
thrill from a DDOS attack that paralyses 
some big company’s servers. 
Cybercrime and cyber terrorism have 
become professionalised, with a lot 
of information and cyber weapons 
being shared and also sold across 
the dark web, and with nation states, 
such as China and Russia, not only 
building their own cyber armies that 
work 9 to 5 jobs in government offices, 
but also carry on freelancing in their 
own time, with the encouragement 
and even protection of the national 
government. Naturally, this overall 
group also includes proxies and false-
flag actors. And in the same way as 
national intelligence organisations and 
large high-tech organisations have 
their own dedicated horizon scanners 
and R&D teams to develop and exploit 
intelligence insights, so do the better 
offensive cyber organisations. They 
read not only the news, but everything 
about maritime trade on the Internet, 
and by now they understand extremely 
well how vulnerable the maritime 
ecosystem is. They also know that 
even if most of the world isn’t really 

most modern container cranes being 
managed on groups of up to about 
eight, by a single remote operator. 
Ports are also moving from manned 
container stackers to fully automated 
ones that can receive instructions 
from the port networks on where to 
stack containers just taken off a ship, 
or where to load them onto a train, 
truck or place them for movement to 
a ship. And, of course, a large port 
operation needs to store and manage 
many terabytes of data about which 
containers arrived on which vessel, 
from where, what they contain, special 
risks and now also electronic Bills 
of Lading. But all this sophistication 
creates great vulnerabilities. Location 
of container stacks depends on 
reliable GPS or ground-mounted RF 
beacons. We already know that GPS 
can be disabled or spoofed; and 
beacons are just relatively insecure 
OT gadgets that can also be hacked, 
typically using the new generation of 
5G communications. The data needs 
to be stored securely, something 
we can’t take for granted. Not only 
because the data can be wiped or 
become the target of ransomware: 
container operations are incredibly 
vulnerable to data manipulation. What 
if all the instructions for onward shore-
side movement or trans-shipment of 
even a single ship’s load of 20,000-
odd TEU are deliberately scrambled by 
hackers so that every single container 
is sent to the wrong destination? Not 
only will there be massive financial 
damage but also reputation damage to 
the terminal company and perhaps the 
shipping company too.

It’s also important to recognise that 
5G in itself creates a whole range 
of cyber vulnerabilities, especially 
because its capabilities are ideally 
suited to networking all the systems 
of smart ports. Since this is a NATO 
conference, I think it is possible to be 
frank and acknowledge that the global 
domination by Huawei of the 5G 
market, not only for ground stations, 
but also for other devices using this 
protocol, presents a very grave risk 

aware of what happens at sea, and 
that big bank hacks or data breaches 
of consumer credit company have 
dominated the cybersecurity news, 
they can change this and create huge 
publicity and fear if they make another 
big container ship run aground in the 
Suez Canal, or stop a cruise ship from 
functioning in mid-ocean, with dead 
fresh water plant and food refrigeration 
threatening the health and lives of a 
few thousand passengers.   

Next is the rapid digitisation and 
computerisation of this ecosystem 
and its growing dependence on the 
Internet and other communication 
infrastructures. We are already entering 
the age of semi- or fully autonomous 
vessels, not only for civilian trade but 
also for navies. We cannot assume 
that an autonomous vessel will behave 
exactly as programmed, because any 
system that can possibly be hacked 
will eventually be hacked. If the GPS 
infrastructure is hacked or spoofed – 
something that has already happened 
at least a few times, there is probably 
nobody on board who can correct the 
vessel’s navigation using the good 
old-fashioned sextant and compass. 
In fact, this problem already exists on 
fully manned vessels where there is a 
fault in the ECDIS. It’s easy to imagine, 
and to model, as situation in which any 
vessel heavily reliant on computerised 
systems – manned or autonomous, is 
hacked in order to ram other vessels, 
or run aground, or ram a jetty with 
container cranes sitting on it and 
thereby knock a whole terminal out 
of action. After all, these things have 
all happened already because of bad 
seamanship. Obviously, ships’ ballast 
controls can be hacked to make the 
ship list seriously and even capsize, 
to say nothing of pumping out polluted 
ballast water.

Almost everything that can be made 
to go wrong with ships’ controls can 
also happen shore side. Container 
cranes, as well as bunkering systems 
and bulk management systems, are 
now heavily computerised, with the 
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to the global maritime industry if we 
reach any significant political or even 
economic conflict with China on one 
side. 

The next point is the growing 
sophistication of technologies available 
for cyber attacks. Artificial intelligence 
is not only being used for defence, but 
very clearly for attack as well. Deep 
fakes can now be used, not only to 
fabricate identity photographs and 
videos, with suitable-sounding voices, 
but also to spoof telephone calls. For 
example, a British energy company 
was defrauded of 220 thousand Euros 
by a call that sounded as if it came 
from the CEO of its German parent 
company, complete with authentic 
accent and intonation, instructing 
it to transfer the money to a bank in 
Hungary. We can expect this kind of 
deep fake, even using fabricated video 
content, to be used for future frauds, 
not only to steal money from shipping 
companies and ports but also to give 
fake instructions to ships’ masters 
ordering them to steer a course that 
will ground the vessel, or to download 
a last-minute software patch that 
actually infects the vessel’s control 
systems, or even to take on unplanned 
passengers at sea who actually turn 
out to be hijackers. 

global security? I do think there are 
scenarios of maritime cyber attack 
that could lead to a war like what 
we witnessed post 9/11.  But we are 
already facing other, less extreme and 
more likely situations. The first is the 
growth of ransomware used against 
both ships and ports. But ransomware 
is not just used to enrich individual 
hackers or criminal gangs. On the 
contrary, there is evidence that major 
ransomware attacks are being used to 
finance terrorist activity aimed at killing 
people and destabilising governments. 
Bear in mind that of the big four hostile 
cyber powers – China, Russia, Iran 
and North Korea – the last two are not 
noticeably responsible but support or 
even carry out terror attacks on their 
own or through proxies.  

I mentioned the accidental blockage 
of the Suez Canal at the beginning of 
this paper. But that is only the most 
vulnerable of the world’s maritime 
chokepoints because it’s so narrow 
and relatively shallow. The 2017 
Chatham House report on global trade 
chokepoints shows how more than half 
the world’s basic food supply travels 
through 14 chokepoints, of which most 
are at sea. A deliberate cyber attack 
resulting in an oil freighter spilling its 
cargo that is then set on fire by a drone 

You have possibly seen the deep fake 
video someone produced of Barack 
Obama making a political speech. But 
what happens in the maritime domain 
if someone creates and publishes 
a deep fake pornographic video of 
the CEO of a major publicly-listed 
shipping company with a child? At 
the very least, it’s going to make the 
board suspend the CEO pending a 
police investigation. But it’s also likely 
to make the company’s share price 
plummet for a while and affect the 
company’s reputation. 

More importantly, AI tools can be, and 
are already, used to enhance existing 
attack techniques, including scraping 
web sites for target e-mail addresses, 
controlling botnets and more. 
Another tool that can be enhanced by 
AI is Shodan, the increasingly popular 
intelligence tool that can gather data 
on both IT and OT systems, using even 
satellite communication channels. If 
a hacker knows that a particular bit 
of equipment is vulnerable, he can 
actually search for implementations all 
over the world, including in ships, and 
methodically go about attacking them 
using AI for faster and more efficient 
data analysis.

So what does all this have to do with 
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could easily block the Bosphorus or 
the Strait of Gibraltar for long enough 
to cause a major disturbance to food 
supplies. And, by the way, a similar 
attack on the English Channel or cyber 
attacks on UK ports could do much the 
same, as the UK only has about five 
days of strategic food reserves. 

China, incidentally, is also highly 
vulnerable to cyber attack on its ports 
or major shipping channels, which 
could in extreme circumstances could 
come from a country such as South 
Korea or Vietnam that feels threatened 
by Chinese maritime aggression. 

I’m not suggesting that such an 
attack on Western interests would 
immediately be interpreted as a 
casus belli resulting in a call on allies 
according to Article Five, as it’s most 
unlikely that even a nation state 

from as professional an organisation 
as the US Coastguard, will totally solve 
the problem, because implementation 
will take a very long time, and when it 
comes to operational technology, many 
not even be practicable. So we need 
national governments, the insurance 
industry and financial institutions to 
put as much pressure as possible on 
the industry stakeholders to implement 
better defences, including education 
and training, without delay.

What we also need is to put some 
serious effort into scenario planning, 
simulations and war games, including 
for crisis management, since we must 
assume that anything that can be 
hacked will be hacked. And, of course, 
NATO can play an important role in 
doing this. 

responsible for the attack would admit 
responsibility. But it would certainly 
result in intensified intelligence activity 
looking for the responsible parties, and 
very possibly retaliation by and against 
sub-state actors, leading to escalation. 
Is this all fantasy? By no means, 
when we remember that a small but 
highly motivated terrorist group killed 
more than 3,000 civilians on 9/11 and 
set in motion twenty years of war in 
two different theatres, with NATO 
involvement. 

In conclusion, I believe that we need to 
understand that maritime cyber attacks 
pose a very real, if not immediate, 
threat to regional or perhaps global 
security, although when or in what 
shape the threats manifest themselves 
remains unknown. I don’t believe that 
all the new IMO and other regulations 
and guidelines, even those coming 
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Abstract

The hard work conducted by the 
maritime cyber security community 
over the last few years has led to 
promising first results. Tailored cyber 
security solutions, initiatives and 
organizations covering maritime 
public or private stakeholders needs, 
are progressively becoming a reality. 
However, long-haul actions still 
remain to be achieved to increase 
the maturity level on a wide spectrum 
of needs: initial and continuous 
education, training, research, 
dedicated cyber security solutions, 
secure architectures, pen testing 
or information sharing and realtime 
monitoring. When the time comes to 
implement those solutions, or when 
looking at future challenges, difficulties 
remain, mainly due to the peculiarities 
of the Information Technology (IT)/
Operational Technology (OT) systems 
of the sector and to the complexity 
of the overall architecture of a ship 
or harbour. Indeed, subjects like OT 
systems patch management, digital 
twins, secure architecture design, 

2020, backed by the French Secretary 
of the Sea (Secrétariat Général 
de la Mer, SGMer) and the French 
Information Security Agency (Agence 
Nationale de Sécurité des Systèmes 
d’Information, ANSSI) and with the 
initial support of over a dozen partners 
from both the public and private 
sectors. The organization is willing to 
contribute to increasing the resilience 
of maritime and port operations to 
cyber threats and develop a network 
of expertise in maritime cyber security. 
Three membership boards were 
created, one for administrations, state 
agencies and local authorities, the 
second for end users (operators of the 
maritime and port sectors) and finally, 
a third one for qualified providers of 
cyber security solutions. France Cyber 
Maritime also operates the Maritime 
Computer Emergency Response Team 
(M-CERT), to provide information and 
assistance to all maritime and port 
operators, in metropolitan France 
and French overseas territories, 
and internationally when needed. 
The M-CERT already analyses and 
shares regular bulletins on maritime 

penetration testing or training are 
amongst difficult topics to implement 
for a maritime Chief Information 
Security Officer (CISO), a shipyard or 
a system integrator. In this article, we 
will present and detail the added value 
of maritime Cyber Ranges (CR) in 
such cases. Through three examples 
of maritime cyber ranges we currently 
use in France, we will detail the use 
cases and results of such assets to 
strengthen the cyber security level of 
our complex, yet critical sector.

Keywords: maritime, port, cyber 
security, cyber ranges, PLC

Introduction

In this first section, we will briefly 
describe our organization, France 
Cyber Maritime, its origins and different 
activities. We will then present the 
overall article organization.

About France Cyber Maritime

France Cyber Maritime is a non-profit 
organization, created in November 
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cyber threats and tailored alerts to our 
constituencies, together with specific 
Indicators of Compromises (IoCs).
The full operational capability of the 
organization is planned for 2023.

Article organization

In section 2, we will underline the 
peculiarities of maritime cyber security, 
the need for a tailored response, and 
the associated challenges. In section 
3, we will present the characteristics 
and generic uses cases for cyber 
ranges, as well as their potential use 
to answer the needs of the maritime 
cyber security. In section 4, we will 
detail three maritime cyber security 
cyber ranges we are using in France, 
their use cases and the first return 
of experience. Before drawing the 
conclusion, underline the current 
limitations and the perspectives of 
development of these tools for the 
maritime community to better cope 
with future threats.

The call for maritime-tailored 
cyber ranges

In this section, we will underline the 
peculiarities of the maritime world, 
especially when at sea, and the 
underlying challenges when adapting 
traditional cyber security solutions to 
the maritime world.

The challenge of adapting 
cyber security solutions to 
the maritime world

Cyber security solutions providers 
developing solutions for the maritime 
and port sector commonly have to 
face a number of challenges when 
addressing the maritime sector. 
One of the frequent questions of 
cyber security Small and Medium 
Enterprises (SMEs) not accustomed 
to the maritime sector are: “how is the 
sector different from another one?”. 
”Why would my products or processes 
be unsuitable to work on a ship?”. “Is 
it so difficult to secure a ship from bow 
to stern?”. The next round of questions 

delaying the possibilities to add in-
depth cyber security features within a 
ship.

Impacts of the peculiarities 
and challenges of the 
maritime sector on cyber 
security

Even if several characteristics of port 
and ship IT and OT systems may 
sound familiar to people working in the 
industry, the addition of all peculiarities 
of the maritime and port sector have 
direct and challenging consequences 
for cyber security (Figure 1) [JBKS19].

Those peculiarities have 
consequences on cyber security 
implementation. On the connectivity 
point of view, the satellite constraints, 
in terms of truly available bandwidth 
for cyber use, but also speed, delays, 
costs and possible faults which have 
to be taken into account for instance 
in the design phase of a maritime 
Security Operations Center (SOC) 
[JBB+18]. Failing to do so may have 
consequences: loss of cyber metadata 
sent to shore, poor timeliness and 
freshness quality, troubles in the 
update of sensors signatures updates, 
patch management failures, impacts 
on overall bandwidth for other uses 
on board, etc. While the in-depth 
understanding of the onboard systems 
and protocols is essential to secure 
maritime architectures and mitigate 
cyber threats consequences, it is 
still quite usual to notice a relatively 
poor understanding of a ship 
overall architecture, strengths and 
weaknesses. Several factors can 
contribute to this: the ship may have 
been built by distant contractors, 
shipyards or integrators and 
subcontractors. This challenge can 
also be explained by the different 
interpretations of the term “architecture 
map” by the different parties. The 
consequence is mostly a “black box” 
effect, meaning that the SMEs working 
on enhancing onboard cyber security 
often have to start over with a major 
mapping process before any further 

often concerns the availability, on 
a medium to long term basis, of a 
representative and comprehensive 
ship platforms to perform pen tests, 
audits, or secure architecture work. 
The underlying common issue is: 
“how can we enhance our knowledge 
on maritime cyber security and test 
our solutions if we can’t have a ship 
to practise or test?”. In most cases, 
the answer is: there are few chances 
that the opportunity will be given to 
them to perform their tests on a real 
ship, except in a few cases where 
designers or pen testers of cyber 
security firm have a full access to an 
offshore platform or a ship. Indeed, 
it is understandable that maritime 
operators and stakeholders want to 
make sure that securing their IT and 
OT systems won’t put the whole ship, 
port of offshore platform operations at 
risk. Another common issue is that a 
cyber security firm might have a full 
mandate to work on part of the ship’s 
IT and OT, such as the satellite access 
only, the IT only, the OT or Industrial 
and Control Systems (ICS) only, but 
it is still quite rare that, especially on 
bigger ships, they have an access and 
a clear mandate to perform their work 
on really all systems.

Finally, we are also all aware that 
working a posteriori on securing a ship 
once she has been commissioned is 
a real challenge, sometimes made 
impossible due to the lack of knowledge 
on the full architecture of the ship. 
Those difficulties can be explained 
by industrial property issues, by the 
number of manufacturers involved, the 
lack of overall IT/OT and processes 
mapping, the lack of specialized human 
resources and low cyber security 
implementation. It is also still hard to 
add cyber security rules in many ship 
building or port overhaul contracts, 
due to the implementation price, to 
the number of applicable standards, 
regulations or rules and, simply, due to 
the lack of human resource workforce 
expertise and number, for instance in 
ICS or specific maritime OT hardening. 
Those challenges, to name a few, are 
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work.

As the maritime community is aware, 
the patch management process on 
board a ship is also an important 
and actual challenge, to cope with 
the high monthly rate of vulnerability 
disclosures on IT and OT systems. 
Apart from the bandwidth constraints 
to send patches onboard, the biggest 
trouble is to make sure applying 
patches doesn’t endanger IT and OT 
systems, especially when it comes 
to Cyber Physical Systems (CPS). 
Applying a critical Windows patch 
on an Electronic Chart and Display 
Information System (ECDIS) or on an 
ICS engineering station when at sea 
is prone to real world consequences. 
In the absence of regression-testing 
platform or “digital twin”,the no-
damage guarantee isn’t often acquired, 
meaning patches will have to wait 
until the ship comes to a port of call 
where experts can come aboard and 
check for the absence of regression 
or, in many cases, be added to the 
ever-lasting postponement of applying 
patches.

Finally, when it comes to Operations 
and Human Resources, it might 
sometimes be complicated to correctly 
measure the impact of adding cyber 
security features or equipment 
onboard a ship. In the absence of cyber 
security experts on board, How will the 

the users’ needs and the manufacturer 
understanding and implementation. 
[UFH+20]

While several definitions of a cyber 
range can be found in research work, 
most articles however refer to the 
definitiongiven by the US National 
Institute of Standards and Technology 
(NIST) in 2018: “Cyber ranges are 
interactive, simulated platforms and 
representations of networks, systems, 
tools and applications. They typically 
provide a safe, legal environment 
to gain hands-on cyber skills and 
a secure environment for product 
development and security-posture 
testing.” [fCENCRPT18]

Indeed, cyber ranges use modern 
technologies such as simulation, 
emulation and virtualization to 
recreate a high-fidelity environment 
for cyber purposes. The achieved 
level of realism varies a lot, however: 
most cyber ranges remain generic, to 
meet the wide needs of most users, 
the most frequent situations and 
the most common technologies, but 
also to lower the cost which would 
be needed to reproduce the full 
complexity of an industrial installation, 
for instance. If this generic aspect 
increases the expected return on 
investment of the installation, it also 
reduces the likelihood that these CRs 
can be finally accepted by end users 
as truly representative of their daily 
IT and OT systems. Recent research 
articles on cyber ranges also confirm 
that CRs are predominantly used for 
training, education and awareness 
raising. [CKK+21] Training techniques, 
objectives and target audience vary 
from phishing awareness for end users 
to advanced exercises for red and 
blue teams or Capture The Flag (CTF) 
events. However, CRs capacities are 
much wider: they can also turn out to 
be very efficient tools for realistic data 
sets generations, machine learning 
work, patch management trials, 
secure architecture testings, or even 
for computer forensics purposes.

Officer of the Watch (OoW), Electro 
Technical Officer (ETO) or captain 
react if they are alerted about a cyber 
attack going on? Will they take the 
proper measures? Is there any shore 
expert to help? Can they be trained or 
evaluated on their reaction depending 
on the type of cyber attack? How 
can they be helped in their decision 
to gain the state of knowledge of 
Maritime Cyber Situational Awareness 
(MCSA)? [Jac21]

Cyber ranges: definitions 
and possible maritime uses

In this section, we will first present 
the generic functions of cyber ranges, 
before describing their possible 
interest for the maritime domain.

Definitions

Cyber ranges have caught a high 
attention from the civil research and 
industry communities for the last ten 
years [DM13], and especially over 
the last five years, where the name 
itself has become widely used within 
the cybersecurity industry. However, 
one should not forget that such 
installations have existed at least 
over the last twenty years. Under the 
common name “cyber range”, one 
should remember that there are, in 
fact, lots of different interpretations 
and implementations, depending on 

Figure 1: Unique characteristics of maritime information systems
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Cyber ranges for maritime 
needs

In Table 1, we cross the actual and 
future cyber security needs of the 
maritime sector and the potential 
use of cyber ranges to meet them. 
This short analysis underlines that 
maritime-tailored CRs could represent 
a relevant path to contribute to the 
identified maritime cyber security 
challenges.

Maritime Cyber Ranges Use 
cases

In this section, we detail three different 
civil cyber ranges currently used in 
France for maritime purposes within 
our constituencies.

European H2020 project, aiming 
at developing an advanced cyber-
security simulation platform for 
preparedness training in Aviation, 
Naval and Power-grid environments 
through the physical, logical and 
functional connection of the Naval 
Cyber Range with other industrial 
cyber ranges. The Naval Cyber Range 
is constituted of twenty Programmable 
Logical Controllers (PLCs) and 
related Human Machine Interfaces, 
reproducing the industrial processes 
of a medium-sized ship (Figure 2). A 
featured bridge was also created, with 
Global Navigation Satellite System 
(GNSS), Automatic Identification 
System (AIS) and Electronic 
Chart Systems (ECS). The overall 
cyber-range also comprises cyber 
sensors, cyber situational awareness 
elaboration processes, big data and 
visualization tools as well as user, 
kinematics and sensors/actuators life 
simulation.

Results and perspectives

The cyber range is fully operational: 
researchers working on maritime 
cyber topics are using the data sets 
generated by the CR for their data 
analysis, anomaly detection works, 
and deception research. Students of 
the Post Master’s degree in maritime 
and port cyber security also use the 
cyber range during their courses to 
better understand the vulnerabilities 
– and strengths – of maritime IT/OT, 
and experiment on topics such as AIS 
or GNSS spoofing and jamming in a 
secure dedicated environment. In the 
future, within the Foresight project, 
the Cyber Range will be connected to 
other industrial cyber ranges in order 
to simulate whole parts of industrial 
sectors which can be found in a 
country, or at a European level. The 
Naval Cyber Range could also soon 
be connected to other maritime cyber 
ranges to create an interesting fleet of 
heterogeneous vessels for education 
and training purposes.

French Naval Academy

The French Naval Academy is in 
charge of the initial education of 
navy officers. It also holds the Naval 
Cyberdefence Chair, created in 2014, 
where researches are conducted 
on many different subjects such as 
Maritime Cyber Situational Awareness, 
resilience and cyber events detection 
in the maritime context1 .

Maritime context of use

In 2019, within the context of a 
European and regional project, the 
Academy created its Naval Cyber 
Range with two main goals: education 
and research. The development was 
later continued within the Foresight 

Table 1: Needs of the maritime sector and possible use
of tailored maritime cyber ranges

1 https://www.chaire-cyber-navale.fr
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DIATEAM Cyber Range

DIATEAM is a French SME specialized 
in the design of hybrid cyber ranges2. 
Based on initial needs by the French 
Ministry of Defense (MoD) in 2002, its 
cyber ranges are now present within 
the industry, education and military 
sector, in France and abroad.

Maritime context of use

After a first experience in the naval 
context, DIATEAM has further 
been involved within the maritime 
community within the context of the 
European H2020 project Cyber-MAR. 
This project aims at developing cyber 
security simulation environment for 
accommodating the peculiarities of 
the maritime sector with the view to 
fully unlock the value of the use of 
cyber range in the maritime logistics 
value chain. DIATEAM Cyber Range 
is, before all, a cyber range framework 
constituted of diverse virtualization 
or emulation mechanisms but 
also of added-value components, 
such as Learning Management 
Systems, orchestrators, dedicated 
Human Machine Interfaces and 
hybrid interfaces. This physical and 
logical framework enables for the 
reproduction of IT and OT systems and 
hybrid interconnections to physical 
Programmable Logical Controllers, 
which can also be virtualized. Within 
the Cyber-MAR H2020 project, this CR 

Post Master’s degree in maritime and 
port cyber security. Given the high 
level of integration of real maritime 
OT systems, recent interests have 
shown relative to maritime data sets 
generation with regard to intrusion 
detection and machine learning 
algorithm training and maritime digital 
twins design. Future plans are to 
connect DIATEAM’s maritime Cyber 
Range features to other maritime 
cyber ranges in France and abroad to 
unlock advanced scenarios design and 
to create fleets of vessels. Upcoming 
remote access to the LMS, the 
orcherstrator and maritime topologies 
will be of high interest for the maritime 
and port sector.

French Maritime Academy

The French Maritime Academy (École 
Nationale Supérieure Maritime, 
ENSM) is responsible for the initial 
and continuous education of maritime 
officers and ETOs. The academy has 
also developed a research department 
with a specific focus on maritime cyber 
security. Its main research projects 
concern Unmanned Surface Vehicles 
(USV) cyber security, with the Sea4M 
project4.

Maritime context of use
The academy has acquired a 
maritime cyber security platform, 
called MARINS. MARINS is a STCW-
compliant full mission bridge simulator 
dedicated to maritime cyber security 
research activities. It is composed of 
real physical commands, automatic 
pilot and NMEA-compliant equipment 
within a highly realistic 3D environment 
(Figure 4). A dozen operational 
cyber scenarios were created on the 
simulator to reproduce feared events. 
Another interesting subject concerns 
the human factor, with researchers 
looking for crew stress consequent to 
cyber attacks, for which trainees can 
be equipped with eye tracking, EEC 
and ECG sensors.

has made it possible to reproduce the 
complex smart grid infrastructure of a 
major port to conduct both offensive 
(red team) and defensive (blue team) 
operations. The scenario architecture 
was detailed in [JSP+21] and its 
video footage is available online3. 
The maritime CR has now developed, 
with many new maritime IT and OT 
systems (satellite telecommunication 
systems, bridge displays, ECDIS, 
weather sensors, etc.). Those physical 
systems were integrated in the CR 
to enable live data to flow within the 
CR and to avoid an over rated use of 
simulated data and equipments.

 Results and perspectives

The cyber range is fully operational 
and is today widely exploited within 
the Cyber-MAR project, but also for 
the benefit of the students of the 

Figure 2: Overview of three of the four industrial loops
of the Naval Cyber Range (source: personal work)

2 https://www.diateam.net/what-is-a-cyber-range
3 See https://www.youtube.com/watch?v=7dUEBOc_Gik&ab_channel=CyberMAR
4 https://www.supmaritime.fr/en/sea4m/

Figure 3: Part of the antennas at DIA-
TEAM’s maritime cyber range

(source: personal work)
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Results and perspectives

ENSM is also part of a H2020 project 
called ISOLA  aiming to “develop, 
integrate, test, deploy, demonstrate 
and validate asystematic and fully 
automated security approach by 
incorporating innovative technologies 
for sensing, monitoring, data fusion, 
alarming and reporting real-time 

during illegal incidents”.

Conclusion

In this article, we have underlined 
the possible uses of tailored CRs 
to contribute to the maritime sector 
cybersecurity. We have demonstrated 
that these CRs can represent highly 
added-value assets when it comes to 
addressing the major cyber security 
challenges we encounter. The three 
cyber ranges we detailed have 
generated a lot of interest, both from 
the maritime and port actors, but also 
from the cyber security sector. Still, 
a lot of work remains to be achieved Figure 4: Overview of the MARINS cyber 

security research platform. Source: ENSM

in the years to come. The first main 
aspect will be to interconnect maritime 
cyber ranges between them, on a 
European and international level, to 
leverage their capacities and usage. 
The second step will be to continue the 
integration of real maritime and port 
IT and OT assets for added realism 
and expertise. The third step will 
probably concern autonomous ships 
and vessels integration on CRs. In 
our opinion, the numerous possibilities 
offered by maritime cyber ranges do 
widen the possible answers to maritime 
cyber security challenges and deserve 
more attention and experimentation.
attention and experimentation.
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sidered as a mitigation action against cybersecurity SCS 
risks.

CYRENE’s EUSCS scheme is using the European Cyber-
security Certification scheme, EUCC as a template and 
the EU scheme for cloud services, EUCS but will also 
incorporate the notion of the escalating vulnerability as-
sessment level in bond with the different assurance lev-
els. More specifically, the higher the assurance level will 
be, the deeper the vulnerability analysis will be performed.
Users of the scheme may be supply chain service provid-
ers who wish to assess the security of their supply chain 
services through third-party certification. They can use the 
EUSCS scheme:

•  to assess how a supply chain service meets the re-
quirements of a predefined set of security control objec-
tives and a related set of measures, when used according 
to security recommendations provided by the business 
partners and agreed by them;

•  to provide business partners the information required 
to make informed choices about the procurement and 
operation of supply chain services (including processes, 
assets, technologies and operators involved in the provi-
sion of the supply chain services), and to allow business 
partners to use certified supply chain services in their own 
development activities, and to meet their own security 
compliance requirements.

The paper is structured as follows: Section II presents the 
state of play of the cybersecurity certification in the Euro-
pean Union (EU). In section III, the relevant standards we 

Abstract — In this paper we outline the main elements 
of the proposed Cybersecurity Certification Scheme for 
Supply Chain Services (SCS) as proposed by the EC 
project CYRENE [1]. The proposed CYRENE-EUSCS 
scheme used the published European Cybersecurity 
Certification scheme [2] as a template and the proposed 
EU scheme for cloud services [3] as an example. The 
CYRENE-EUSCS scheme aims to enhance the level of 
security of the SCS components including: business part-
ners, processes/sub-processes, physical and cyber as-
sets (hosted by different business partners). 
Keywords—Supply Chain Service, European Cybersecu-
rity Certification, Security, Conformity Assessment, Assur-
ance

Introduction

The EU regulation 2019/881, known as Cybersecurity 
Act (CSA) [4] for cybersecurity certification, seeks to 
prevent market fragmentation and to make it easier for 
users to know to what extent ICT products (systems, de-
vices, services, processes) are secure. The certification 
will attest that ICT products are certified in accordance 
to their schemes and comply with specified cybersecurity 
requirements. The proposal of NIS Directive 2.0 [5] con-
tains measures for improving cybersecurity infrastructure; 
one of the key elements of the Commission’s proposal 
is to address the security of supply chains and supplier 
relationships by requiring individual companies to address 
cybersecurity risks in supply chains and supplier relation-
ships. Cybersecurity certification of the SCS can be con-
1 Department of Informatics, University of Piraeus, Karaoli and Dimitriou Str. 80, 18534 Piraeus, Greece
2 Trustilio B.V., Vijzelstraat 68, 1017HL Amsterdam, The Netherlands, cdpolemi@gmail.com
3 FOCAL POINT SPRL, Avenue D’iena 11, 1410 Waterloo, Belgium, amichota@focalpoint-sprl.be, amichota@unipi.gr
4 Technical University of Crete, University Campus, Akrotiri, 73100 Chania, Greece, sotiris@ece.tuc.gr
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EUCC was utilised as a template and the EUCS as an 
example. The risk-based identification of security and as-
surance requirements described in the methodology for 
sectoral cybersecurity assessments by ENISA was also 
used for preparing the CYRENE-EUSCS [8].

Use of Standards

The scheme proposes compliance with the following stan-
dards depending on the assessment we need to conduct.

•  For risk assessment, ISO 2700x series of stan-
dards [9] also known as Information Security Management 
System (ISMS) Family of Standards is proposed. This 
helps organisations to develop and implement a frame-
work in order to manage information security risks and 
controls of their information assets as well as to prepare 
themselves to assess it.

•  For conformity assessment, ISO 15408 [10] 
and ISO 18045 [11] are proposed. ISO/IEC 15408 also 
known as Common Criteria (CC) establishes the con-
cepts, principles and techniques for IT security evaluation. 
ISO/IEC 18045:2008 is a companion standard of ISO/IEC 
15408 and provides a methodology to help an IT security 
evaluator conduct a CC evaluation by defining the mini-
mum actions to be performed.

•  For SCS risk assessment, ISO 2800x series 
of standards [12] was utilised. These standards were used 
to capture the requirements that need to be addressed 
by the organisations in order to establish a management 
system to assure the quality or security of the aspects in-
volved in the supply chain industry. When it comes to se-
curity controls, even though the ISO/IEC 27005 [13] and 
ISO 28000 series provide a very good basis they could 
not fully encapsulate the details for the present scheme. 
Having said that, the proposed scheme also considered 
other families of standards such as NIST’s SP 2000 [14] 
which provide more focused controls for Federal supply 
chains extending the scheme application directives.

We consider the interplay and compliance of these 
standards to simplify the evaluation process.

CYRENE proposed the development of an Information 
Security Management System (ISMS) for the SCS based 
on ISO2800x and ISO2700x. An online certified SCS-
ISMS will be operated by the SCS provider in collabora-
tion with the business partners and it will support the SCS 
risk and conformity assessment processes.  In particular 
the SCS-ISMS can be a useful tool to the SCS provider 
and business partners to perform their risk assessment 
and update their SCS-security policy and the SCS Pro-
tection Profile (PP) with all security requirements. The 
SCS-ISMS can also be used by the accessor during the 
conformity assessment process to find the necessary evi-
dence to assess the security requirements (claims in the 
SCS-PP) and evaluate the controls implemented if they 

considered for preparing the CYRENE-EUSCS are de-
scribed. In section IV, the assurance levels offered by the 
scheme are introduced. Section V presents the evalua-
tion method and criteria defined in security objectives and 
requirements set for supply chains. Rules for compliance 
monitoring of SCSs security requirements are analysed 
in Section VI while Section VII presents the vulnerabil-
ity handling and disclosure process. Finally, section VIII 
draws the conclusions of the current work and presents 
our future research directions.

Cybersecurity Certification in the EU

The EU cybersecurity certification is defined as a compre-
hensive set of rules, technical requirements, standards, 
and procedures that are established at the Union level 
and that apply to the certification or Conformity Assess-
ment (CA) of specific ICT products. Each certification 
scheme shall specify the categories of products and ser-
vices covered; the cybersecurity requirements that need 
to be met -such as standards or technical specifications-, 
the type of evaluation that is planned to be - done such as 
self-assessment or third party - and the intended level of 
assurance that is going to be achieved. The certificates 
will be valid across all Member States (MSs)

The EUCC

The EUCC will serve as a template to propose secu-
rity certification schemes for ICT products. The EUCC 
scheme is based upon Article 54 of the CSA. The latter 
presents in detail the key elements that an EU certification 
scheme shall include.
Using the EUCC, any ICT product can serve as a Target 
of Evaluation (ToE) and can be the subject of a security 
evaluation also known as conformity assessment (CA) in 
which it is assessed against security requirements. The 
CA of the ToE is defined as the procedure that is followed 
for evaluating whether specified requirements relating to 
the ToE have been fulfilled. That being said, throughout 
the CA process, the ToE should be identified and secu-
rity aspects should be concretely specified. The EUCC 
presents the key elements (e.g. category of product, 
cybersecurity requirements, standards, conformity as-
sessment) that EU certification schemes shall include in 
all sectors. In this paper, the SCS is presented as a ToE 
for a CA process and based on the CC the security and 
assurance requirements for a SCS certification are identi-
fied. The SCS-ToE can be described from a business view 
(describing only the interconnected business partners and 
processes), the holistic technical view (capturing in addi-
tion all the physical and cyber assets participating in the 
SCS-processes) and the sector-specific technical view 
(snap-shot of the technical view that an individual partner 
adopts) [6], [7]. For preparing the CYRENE-EUSCS, the 
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incidents and cyberattacks” and can be further defined as 
follows: AL Basic should provide limited assurance that 
the SCS is built and operated with procedures and mech-
anisms to meet the corresponding security requirements 
at a level intended to minimize the known basic risks of 
incidents and cyberattacks. AL Basic should be suitable 
for SCS components that are designed to meet typical se-
curity requirements on services for non-critical data and 
systems. The typical attacker profile for AL Basic should 
be a single person with basic scored profile [15], [16] 
where necessary traits (capabilities, objectives, motives, 
resources, psychological and behavioural) are limited; for 
example the hacker cannot repeat a known attack but can 
perform social engineering attacks. The evaluation scope 
for AL Basic shall be defined by the description of the SCS 
and by the security objectives and requirements pertain-
ing to assurance level Basic. The evaluation depth for AL 
Basic shall be driven by a predefined audit plan.

As specified in the EUCSA’s Article 52(6), assurance level 
Substantial is “intended to minimise the known cyber-
security risks, and the risk of incidents and cyberattacks 
carried out by actors with limited skills and resources” and 
can be further defined as follows:

AL Substantial should provide reasonable assurance 
through evaluation by an assessor that the SCS is built 
and operated with procedures and mechanisms to mini-
mise known cybersecurity risks, and the risk of incidents 
and cyberattacks carried out by actors with limited skills 
and resources. The assessor shall determine that the 
SCS provider has assessed those risks and implemented 
suitable controls that, if operating effectively, minimize 
those risks and meet the corresponding security require-
ments throughout a specified period. 

AL Substantial should be suitable for SCS that are de-
signed to meet typical security requirements on services 
for business-critical data and systems. 

The typical attacker profile for AL Substantial should be a 
person(s) with a moderate score profile where most nec-
essary traits are substantial; in particular substantial traits 
include the hacking abilities and access to a wide range 
of known hacking techniques such as penetration testing, 
including social engineering, but with limited resources, in 
particular to launch wide attacks or to discover previously 
unknown vulnerabilities. 

The evaluation scope for AL Substantial shall be defined 
by the description of the SCS and by the security objec-
tives and requirements pertaining to assurance level Sub-
stantial.

The evaluation depth for AL Substantial shall include, in 

meet the corresponding security requirements throughout 
specified period.

Assurance Levels

CYRENE-EUSCS covers a wide range of security require-
ments, by offering all three (3) security assurance levels 
(AL) defined in the EUCSA (basic, substantial, and high). 
The AL of the SCS depend on how important or essential 
a SCS can be according to NIS 2 directive. In particular, 
Table I below shows a mapping of SCS Provider (SCS-P) 

to the industrial sectors of essential and important ser-
vices where Table II a mapping of the ALs based on the 
SCS criticality. 
As specified in the EUCSA’s Article 52(5), assurance level 
Basic is “intended to minimise the known basic risks of 
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addition to the requirements for assurance level Basic, 
on-site audit including interviews and inspecting samples, 
plus a verification that the implementation follows the 
specified processes and design, including the validation 
of the functional tests performed on that implementation.
As specified in the EUCSA’s Article 52(7), assurance level 
High is “intended to minimise the risk of state-of-the-art 
cyberattacks carried out by actors with significant skills 
and resources” and can be further defined as follows:

AL High should provide reasonable assurance through 
evaluation by an accessor that the SCS is built and op-
erated with procedures and mechanisms to minimise the 
risk of state-of- the-art cyberattacks carried out by actors 
with high score profile. The accessor shall determine that 
the SCS provider has assessed those risks and imple-
mented suitable controls that operated effectively to mini-
mize those risks and meet the corresponding security re-
quirements throughout a specified period. 

Assurance level High should be suitable for SCS that are 
designed to meet specific (exceeding level‘substantial’) 
security requirements for critical SCS services (e.g. mili-
tary, financial sectors).

The typical attacker profile for assurance level High should 
be a person or a team of persons with a high score profile, 
most traits are highly scored, in particular the capabilities 
and resources with access to significant resources to de-
sign and perform attacks, get insider access, discover or 
buy access to previously unknown vulnerabilities. 

The evaluation scope for assurance level High shall be 
defined by the description of the SCS and by the secu-
rity objectives and requirements pertaining to assurance 
level High. The evaluation depth for assurance level High 
shall be driven by a full justification of the coverage for 
all mappings, including for processes. It may also include 
higher expectations for some processes and their imple-
mentation, as defined in the security controls pertaining to 
AL High. Finally for assurance level High SCS: the attack 
paths need to be concretely modelled, the propagation of 
the vulnerabilities need to be estimated.  

Evaluation Methods and Criteria

The EUSCS scheme uses a set of evaluation criteria 
defined in security objectives and requirements set for 
Supply Chains. The EUSCS assessment methodology is 
based on the ISO17065 standard [17]. This methodology 
defines two assessment approaches that may be used by 
accessors: 
•	 An assessment approach that may be used for 
ALs Substantial and High. This approach is inspired from 
both the ISO17021 [18] standard and the ISAE family of 
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Vulnerability Handling and Disclosure

The assurance level of the SCS implies the depth of the 
vulnerability assessment, i.e. SCS of assurance level ba-
sic, the accessor will rely upon the claims, vulnerability 
reports, treatment plans and implementation reports of 
controls as provided by the SCS provider, technical vul-
nerability assessment /penetration testing is optional or 
high level. For assurance level high, the accessor will per-
form technical vulnerability assessment and penetration 
testing of all SCS assets and implemented controls. In this 
section, the rules regarding the way that the previously 
undetected cybersecurity vulnerabilities in SCSs shall be 
reported and handled are presented.

SCS Providers shall make use of the provisions of ISO/
IEC 30111 [20] for a reference of the steps involved for 
the handling of vulnerabilities. Such steps include the 
following main phases: preparation, receipt, verification, 
remediation development, release, post release. New vul-
nerability information can become available in a variety of 
ways. The most common ways of receiving information 
about new vulnerabilities include:

•  From the SCS provider and or the SCS partners of 
according to Article 55.1.(c) of the EUCSA;

•  there is a new publicly disclosed vulnerability on the 
referenced online repositories (e.g. NIST) according to Ar-
ticle 55.1.(d) of the EUCSA;

•  the SCS provider  finds out a related vulnerability to 
its certified SCS in any other way (e.g. Dark Web).

SCS providers may use the ISO/IEC 29147 standard [21] 
as a reference for the general rules related to vulnerability 
disclosure.  For the duration of the vulnerability analysis 
process, the SCS provider may apply an embargo period, 
meaning that the possible vulnerability is not further dis-
closed for a period no longer than ninety (90) days. Once 
a remediation strategy has been defined by the SCS pro-
vider and approved by the assessor, information related to 
the confirmed vulnerability shall be disclosed to the NCCA 
(in case of Substantial/High AL SCS), in accordance with 
the reporting standards established by the NCA. The 
NCCA shall make the reported information available to 
other NCCAs which may also decide to further investigate 
the vulnerability. The final step of the disclosure process 
of a new vulnerability occurs when a correction has been 
brought to the SCS to mitigate the risk introduced by such 
vulnerability.

standards IAASB Handbook [19]
•	 An assessment approach that may be used sole-
ly for assurance level Basic. 
CSA highlights that a European cybersecurity certification 
scheme shall contain evaluation criteria and methods ca-
pable of demonstrating the security objectives of article 
51. Following the methodologies, Table III below provides 
a high-level vision based of the coverage of Article 51 re-
quirements by presenting specific security objectives and 
requirements defined for SCs.

Compliance Monitoring

This section describes the rules for monitoring compliance 
of SCSs security requirements with the ones described by 
the proposed CYRENE-EUSCS proposed scheme. The 
requirements met in these rules tend to prevent a set of 
non-compliant applications and conditions, including but 
not limited to, the satisfaction of obligations in the context 
of the SCS certificate, the identification of major security 
incidents that could potentially lead to a data breach or 
leak of sensitive information, and the identification of ex-
isting or new vulnerabilities with adverse impact upon the 
SCS security mechanisms. The assessment of the SCS 
service will be conducted either by an independent ac-
cessor (for Assurance Level Basic SCS) or by a CAB (for 
Assurance Level Substantial/High SCS). 

Non-compliance elements:
•  Information mismatch between the supplied version 

of the certificate to the assessor and the version which has 
been established in the currently running environment.

•  Deviation in the requirements met within a certificate 
content and the supplementary information required for 
that certification in terms of its format, documentation, and 
management aspects.

• Irregularities regarding the certification validity re-
quirements including the inability to proceed with mainte-
nance activities, enforce the supplied terms and conditions 
of the certificate, or deviate from the certified development 
and operating services.
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Our future research work aims to apply the proposed 
scheme in different SCS from various sectors (e.g. mari-
time, health).
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Conclusions

The proposed CYRENE-EUSCS candidate scheme tack-
les the challenges identified towards the certification of 
supply chain services, such as a diverse set of relevant 
SCS stakeholders involved in the life cycle of the cer-
tificate (as well as in the life-cycle of the SCS, complex 
systems and a constantly evolving threat landscape of 
supply chain services, as well as the existence of different 
schemes in Member States by calling for cybersecurity 
best practices across three levels of assurance and by 
allowing for a transition from current national schemes in 
the EU. The proposed scheme can be used by a self-as-
sessor or by a CAB depending upon the assurance level 
of the SCS.
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Introduction

The shipping industry is the driving force of the global 
economy. Through an enormous network of ships, ports, 
logistical and administrative infrastructure, around 90% 
of the world’s cargo is transported by ships every year. 
Like most industries, the maritime industry has become 
increasingly automated, interconnected and remotely 
monitored. Maritime commerce has also become the 
main target of cyber-attacks, due to its dependence on 
technologies for navigation, communication and logistics.
In this context, the growing use of cyberspace in military 
operations reached a critical point of dependence, allow-
ing an increase in the probability of interruption or degra-
dation of resources in the operating systems of a naval 
environment [1].
Cyber operations have created a new operational space 
for military action. For the navies, the effect of cyber war-
fare can be seen in maritime superiority, in the loss of 
maritime domain in a given region, by denying information 
about the position of ships or even by the degradation of 
supply chains.
The naval assets increasingly use satellite information 
to fulfill their missions, these technologies have become 

ABSTRACT

Embedding cybersecurity into operational naval assets 
implies a much greater technological and economic chal-
lenge than securing such networks in facilities at ground 
military installations. Cyber systems used in naval ships 
are more oriented towards operational technology (OT) 
logic than information technology (IT). In the maritime do-
main, military units increasingly rely on satellite data com-
munication technologies to provide connection between 
joint commands for monitoring and optimizing propulsion 
systems, sensors and weapons. Military ships are becom-
ing increasingly automated, the risks associated with at-
tacks on a ship’s information subsystems are becoming 
increasingly defined, directly impacting the Naval Task 
Force’s mission. Therefore, it is necessary for Command-
ers to know how to use situational awareness of cyber-
space to assist the decision-making process in order to 
protect the cyberspace of their Naval Task Forces. To 
contribute to this purpose, this article discusses how pro-
viding situational awareness from defensive operations in 
cyberspace at the tactical level can help decision making 
at the operational level. For this discussion, an analysis 
of works related to the theme of situational awareness of 
cyberspace is carried out, then we highlighted character-
istics of a computational asset that allow the construction 
of this situational awareness and finally we present a Cy-
ber Exercise in Real Operations at Sea that contributes 
to promoting situational awareness in cyberspace in the 
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rent situation; and projection about what the environment 
might look like in the near future.
For [5] the situational awareness of cyberspace is the set 
of all data about the state of operating systems that make 
up cyberspace for a given operation. For [6], when in 
military operations consisting of one or more means, situ-
ational awareness of cyberspace is the effective under-
standing of everything that is associated with the domain 
of cyberspace that can impact the security of personnel 
and material involved in the missions.
For [7] a definition of situational awareness of cyberspace 
in a military environment as: “the requisite current and 
predictive knowledge of the environment upon which op-
erations depend — including physical, virtual, and human 
domains — as well as all factors, activities, and events 
of friendly and adversary forces across the spectrum of 
conflict.”
Thus, it can be inferred that situational awareness of cy-
berspace supports military decision makers in relation to 
knowledge about the state of an operational environment 
and the relevant operational means within it.
In order to find a definition of the situational awareness 
of cyberspace, this article adopted the definition of cyber-
space as set out in AJP-3.20, Allied Joint Doctrine for Cy-
berspace Operations (2020): “The global domain consists 
of all interconnected communication, information tech-
nology and other electronic systems, networks and their 
data, including those which are separated or independent, 
which process, store or transmit data.” [8]
Note that the operational environment involved in the 
definition of cyberspace mentioned above is permeated 
by computer network communication. According to [9], a 
definition of situational awareness of cyberspace in line 
with the thinking of the authors of this article: “the per-
ception of network events and data, the understanding of 
their meaning in terms of mission, resources, connectivity, 
threats and vulnerabilities and the projection of its status 
in the near future”.
Thus, combining the Endsley model with the above defini-
tion, we concluded that cyberspace situational awareness 
is the subset of all situational awareness needed to work 
in and across cyberspace in all naval assets, as shown 
in Figure 1. The situational awareness of cyberspace is 

especially vital for communication networks ensuring that 
Force Commands are always connected [2]. The ability to 
communicate and exchange information is critical to the 
success of an operation as it allows for shared situational 
awareness and faster command decisions.
During an operation in the maritime environment, satel-
lite communication, within each naval asset, needs to be 
constantly monitored by computational assets. These as-
sets must provide their operators with the ability to per-
form threat detection and management actions, allowing 
the Maritime Task Force (MTF) Commander to have situ-
ational awareness of the cyberspace of their naval assets 
in order to facilitate their decision-making.
In addition to this first section, this article is divided into 
four sections, in the second section, through an analysis 
of related works, we discuss about what is situational 
awareness in cyberspace, in the third section we present 
what characteristics a computational asset acting at the 
tactical level must have to generate situational awareness 
in cyberspace at the operational level. Finally, we present 
a model Cyber Exercise in Real Operations at Sea that 
contributes to promoting situational awareness in cyber 
space in the decision-making process.

Definition of situational awareness of
cyberspace

According to the NATO Glossary of Terms and Definitions 
(2020), Situational Awareness is defined: “The knowledge 
of the elements in the battlespace necessary to make 
well-informed decisions.” [3]. The situational awareness 
is part of decision-making in dynamic environments and 
takes into account objectives, expectations and factors 
related to the task and the system used.
In searches for existing literature that cite the situational 
awareness (SA) of cyberspace it was noted that most au-
thors choose to quote or adapt Endsley’s definition. Ac-
cording to Endsley (1995) [4], it is possible to build SA 
that allows decision making and consequent performance 
of actions, using the model exposed in Flowchart 1, which 
presents a three-step process based on: Perception of the 
elements in the environment; Comprehension of the cur-
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or through cyberspace to preserve friendly freedom of 
action in cyberspace [8]. These actions are aligned with 
three documents related to defensive cyberspace opera-
tions: AJP-3.20, Allied Joint Doctrine for Cyberspace Op-
erations, National Institute of Standards and Technology 
(NIST) Cybersecurity Framework [11] and The Guidelines 
on Cyber Security Onboard Ships [12]:
Analyzing the operational level, this article considers that 
the Commander cited in the referenced publications can 
be correlated with the Commander of the MTF. Thus, 
according to [8], at the operational level, the MTF Com-
mander should consider the following operational factors:
	 ● Effects in cyberspace - They contribute to the 
creation of tactical, operational and strategic effects that 
lead to the achievement of military objectives. These ef-
fects are directly related to software, data and protocols. 
However, they can occur from kinetic levels in other do-
mains;
	 ● Joint functions - Provide a framework to help 
integrate and synchronize capabilities and activities in 
joint operations; and
	 ● Principles of operation - the principles of joint 
operations also apply to those that take place in cyber-
space; however, the interpretation of these principles may 
differ due to the nature of this domain. They are: Security; 
Surprise; Concentration of force; Maintenance of morale; 
Freedom of action.
At the operational level, improving decision-making 
processes must: persistently monitor portions of the cy-
berspace domain and identify potential cyber threats in 
a timely manner. Therefore, a tool capable of operation-
alizing all information is needed, which also provides a 
reasoned view of current conditions or future situations in 
cyberspace. This tool can be installed in each MTF naval 
assets, and must be able to:
	 ● Give real-time visibility of threats to the entire 
cyberspace domain;
	 ● Identify threats quickly;
	 ● Search and analyze logs to investigate a pos-
sible incident;
	 ● Decrease response time.

Conducting Cyber Exercise in a Real Opera-
tions at Sea

This paper proposes the execution of Cyber Exercise in 
a Real Operations at Sea as a way to assess whether 
the increase in situational awareness of cyberspace is 
helping the decision-making process. This exercise can 
be composed of two opposing teams operating in MTF 
cyberspace, one team performing cyberspace defense 
and the other attacking. As shown in Figure 2, during the 
exercise the defense and attack teams should report to 
the MTF Commander, what were the effects of their ac-
tions in the MTF cyberspace.

not an end in itself; but based on constant analysis of the 
computer network situation, it is a means used to support 
decision-making, allowing a Maritime Task Force Com-
mander to achieve his objectives in the maritime domain.

A digital asset to support as constructor of 
situational awareness of cyberspace

With this understanding of the situational awareness of 
cyberspace, we seek to understand how the maritime do-
main interacts with cyberspace. We initially identified NA-
TO’s definition of Maritime Situational Awareness (MSA) 
as “The understanding of military and non-military events, 
activities and circumstances within and associated with 
the maritime environment that are relevant for current and 
future NATO operations and exercises where the Maritime 
Environment (ME) is the oceans, seas, bays, estuaries, 
waterways, coastal regions and ports” [10]
Analyzing the text above, we realize the need to compile a 
wide range of information that allows the MTF Command-
er to make the correct decision. Achieving situational 
awareness in the maritime environment requires continu-
ous data collection and analysis from all available sensors 
and computational assets.
Considering that, in most cases, communication between 
ships of a Task Force is carried out via satellite band and 
that cyberspace is everywhere in the maritime domain, 
it appears that the data mentioned in the previous para-
graph, mostly, are encapsulated and transmitted internally 
by naval media through the computer network.
In this context, to identify the computational asset that 
allows creating situational awareness of cyberspace 
through, we cite below which actions and questions must 
be carried out at the tactical and operational level by the 
defensive teams and by the MTF Commanders, respec-
tively.
At the tactical level, situational awareness of cyberspace 
focuses on threats that target existing vulnerabilities of 
specific networks and systems, as well as the conse-
quences arising from such compromises.
Flowchart 2 exposes tactical level defensive actions in 
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cidents involved in the MTF, providing the Commander 
with a cyberspace situational awareness that allows him 
to make a comprehensive, reliable and timely decision to 
comply with the mission. Attacking team can perform of-
fensive actions by applying a Cyber Kill Chain created by 
members of Lockheed Martin [14] across MTF’s cyber-
space, shown in Figure 3.
Due to the exercises take place in an actual operations at 
sea against cyberspace of MTF, it is suggested that there 
are verifiable measures for all of the actions for each of 
the teams involved:
	 ● Defense ships team - can be evaluated by the 
number of cyber incidents detected, blocked and reported 
to MTF Commander.
	 ● Attack team - can be evaluated by the number 
of discoveries of vulnerability or degradations of the OT/IT 
embedded in naval assets.

Conclusion

As previously stated, cyber-attacks have become increas-
ingly common, and with that, cyber security has been 
recognized as a growing concern around the world. Mili-
tary operations in the maritime domain can be targets of 
cyber-attacks and it is vital that MTF Commanders know 
how to use the situational awareness of cyberspace in 
the decision-making process of their actions. Success in 
future military conflicts will depend on which side can col-
lect, process and share information to make better deci-
sions faster than its adversary.
In conclusion, we emphasize that network security is a 
global challenge. A nation can remain indifferent and take 
care of itself, as it should be the responsibility of the in-
ternational community to provide a secure network. As 
future work, we intend to carry out Cyber Exercise in Real 
Operations at Sea and quantify the risks and impact that 
the offensive teams caused to maritime domain in military 
operations.

According to [13], the MTF Commander should be able to 
answer some questions to improve the decision-making 
process through the situational awareness of cyberspace, 
we list two of them: “1. What operations exist in cyber-
space? 2. What is the impact of cyberspace effects on 
the mission?”. We consider the following questions: 3. 
How many Operating Technologies (OT) are rendered 
inoperative by a cyber incident? 4. To what degree is the 
mission’s naval assets informational infrastructure com-
promised after an incident?

The actions must be conducted in the same satellite band 
of communication of the means of navigation performed. 
Each ship’s defense team must collect, analyze, identify 
data from the network and look for any critical cyber in-
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Visit of the State Secretary of the Slovakian Ministry of Defence
On Monday 12th of July 2021, the State Secretary of the Slovakian Ministry of Defence, Mr Marian Majer and Her Excel-
lency the Ambassador of the Slovak Republic in Greece, Ms Iveta Hricova, escorted by Staff of the MoD of Slovakia and 
the Embassy of Slovakia in Greece, visited the NMIOTC premises.

Visit of  the Chair of NATO Military Committee, Admiral Rob Bauer (RNN)
On Friday 17th of September, the Chief of General Staff, General Konstantinos Floros, and the Chairman of the NATO Mili-
tary Committee, Admiral Rob Bauer (CMC), visited the NATO Maritime Interdiction Operational Training Center (NMIOTC).
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NMIOTC COURSES & ACTIVITIES

CyberHOT Summer School
From 27 to 28 of September 2021, the CyberHOT Summer School, co-organized by University of Piraeus and Technical 
University of Crete, under the auspices of the NATO Maritime Interdiction Operational Training Centre (NMIOTC), took 
place in NMIOTC premises. It was attended by 24 participants from 4 Nations.

5th  Cyber Security Conference in the Maritime Domain
From 29 to 30 September 2021, the 5th Cyber Security Conference in the Maritime Domain was held at NMIOTC, attended 
by 98 participants from Allied and Partner Nations, International Organizations, the international academic community, 
representatives from the shipping and IT industry.
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Visit of the Operation Commander of EUNAVFOR MED IRINI
On Wednesday 13th of October 2021, the Operation Commander of EUNAVFOR MED IRINI, Rear Admiral Stefano Tur-
chetto, visited NMIOTC’s premises. 

Visit of Defence Attachés Accredited to Greece
On Wednesday 6th of October 2021, the Foreign Defence Attachés accredited to Greece, (Albania, Australia, Austria, Bul-
garia, Canada, Germany, Hungary, Netherlands, Romania, Russia, Saudi Arabia, Serbia, Spain, U.A.E., U.K., USA, and 
Zambia) visited NMIOTC’s premises. 
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Individual Training And Education Program Planning Board (IPB) II And Department Head Forum
From 26 to 28 October 2021, the Annual Department Head forum as well as the second Individual Training and Education 
Program Planning Board (IPB II) for 2021, organized by ACT, were hosted sequentially  at NMIOTC’s premises with 47 in 
person and 16 virtual participants from NATO relevant Organizations and entities.

NATO Nuclear Policy Symposium
From 3 to 4 November 2021, the NATO Nuclear Policy Symposium organized by NATO Nuclear Policy Directorate and 
supported by the General Directorate of National Defence Policy and International Relations of the Hellenic Ministry of 
Defence, was hosted at NMIOTC’s premises with 89 participants coming from NATO capitals, Headquarters and relevant 
Organizations.
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Visit of the Deputy Chief for Operations and Training of the Romanian Naval Forces
On Saturday 13th of November 2021, the Deputy Chief for Operations and Training of the Romanian Naval Forces, Rear 
Admiral (LH) Cornel-Eugen Cojocaru, escorted by the Deputy Chief of the Maritime Component Command Captain (N) 
Marcel Neculae, visited NMIOTC’s premises.  

6th International Senior Course of Hellenic National Defence College: “Contemporary Maritime Security Threats” Module
The students of the 6th International Senior Course of the Hellenic National Defence College (HNDC) attended the “Con-
temporary Maritime Security Threats” module delivered by NMIOTC SMEs, during their educational week trip from 8 to 12 
of November 2021 at NMIOTC premises. 
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Visit of the Commander of Hellenic Special Warfare Command
On Tuesday 30th of November 2021, the Commander of Hellenic Special Warfare Command of Greece, Lieutenant Gen-
eral Georgios Tsitsikostas, visited NMIOTC premises.

Multilateral Exercise “MEDUSA 11”
In the context of the Multilateral Exercise “MEDUSA 11” and under the auspices of HNDGS, a tailored training package 
was delivered to exercise participants from 14 to 16h of November 2021 at NMIOTC premises. 
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Course 10000 “MIO in Support of Countering Illicit
Trafficking at Sea”

July 5 - 9, 2021

Course 21000 “Medical Combat Care in Maritime Ops” 
September 6 - 17, 2021
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NMIOTC TRAINING

Course 23000 “Weapons Intelligent Team (WIT)
Supplement in the Maritime Environment 

September 27 -  October 1, 2021

Underwater Post Blast Investigations Course
September 20 - 24, 2021
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Course 18000 “Maritime Biometrics Collection
& Tactical Forensic Site Exploitation” 

November 1 - 5, 2021

Training of 1st Paratroopers Regiment
November 7 - 11, 2021
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NMIOTC TRAINING

Training of Egyptian SOF Team during Exercise MEDUSA 11
November 14 - 16, 2021

Course 7000 “MIO in Support of Counter Piracy” 
November 15 - 19, 2021
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Container Inspection training, German BTU Team 
November 22 - December 3, 2021

Training of ESP RAYO
November 23 - 24, 2021
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HIGH VISIBILITY EVENTS

Visit of the American Hellenic Institute
July 2, 2021

Visit of His Excellency Mr David Dondua,
Ambassador of Georgia in Greece 

July 1, 2021
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Visit of Defence Attachés accredited to Greece 
October 6, 2021

Visit of NATO HUMINT CoE Director,
Colonel Florin-Vasile Tomiuc (ROU A) 

July 13, 2021
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HIGH VISIBILITY EVENTS

Visit of Her Excellency,
the Ambassador of Italy in Greece,

Ms Patrizia Falcinelli 
November 17, 2021

Visit of His Excellency,
the Ambassador of the United Mexican States in Greece,

Mr Daniel Hernandez-Joseph 
October 15, 2021
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